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Abstract—Redundancy allocation problems (RAPs) have
attracted much attention for the past thirty years due to its
wide applications in improving the reliability of various engi-
neering systems. Because RAP is an NP-hard problem, and exact
methods are only applicable to small instances, various heuristic
and meta-heuristic methods have been proposed to solve it.
In the literature, most studies on RAPs have been conducted for
single-level systems. However, real-world engineering systems usu-
ally contain multiple levels. In this paper, the RAP on multi-level
systems is investigated. A novel memetic algorithm (MA) is
proposed to solve this problem. Two genetic operators, namely
breadth-first crossover and breadth-first mutation, and a local
search method are designed for the MA. Comprehensive experi-
mental studies have shown that the proposed MA outperformed
the state-of-the-art approach significantly on two representative
examples.

Index Terms—Evolutionary algorithms, memetic algorithms,
multi-level systems, redundancy allocation.

ACRONYMS
RAP Redundancy Allocation Problem
MLRAP Multi-Level Redundancy Allocation Problem
MA Memetic Algorithm
GA Genetic Algorithm
HGA Hierarchical Genetic Algorithm
NOTATIONS
R,,s  the reliability of a system
Coys the cost of a system
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U; the sth unit, where a unit can refer to a system, a
subsystem or a component

Ui,m  the mth child unit of U;

R; the reliability of U;

C; the cost of U;

x; the redundancy of U;

x a set of design variables x;

R(x) the reliability of a system or subsystem defined by

design variables x

C(x) the cost of a system or subsystem defined by design
variables x

Ai;m the additional cost parameter of the mth child unit
of U;, which is at the second lowest level of the
system

n; the number of child units of U;

U’ the jth redundant unit of mth child unit of U;

R!,  the reliability of U},

C,Lﬁj’m the cost of Ui{m

Zim the redundancy of U; ,,

I. INTRODUCTION

O maximize the reliability of a system, which is typically
T comprised of a number of components, either the compo-
nent reliability can be enhanced, or redundant components can
be added in parallel [1], [2]. In many real-world problems, the
reliability of components utilized to construct a system are fixed,
thus the only way to improve the system reliability is to increase
the redundancy of utilized components. However, increasing the
redundancy of components requires more resources. Thus, it is
always important to optimally allocate redundancy to compo-
nents under some resource constraints. This problem is referred
to as the redundancy allocation problem (RAP) [3]. The RAP
is one of the most important reliability optimization problems
with regards to improving the reliability of real-world systems
in the design phase. It has attracted many researchers in the past
several decades due to reliability’s critical importance in various
kinds of systems, such as electrical systems, mechanical system,
and software systems [1], [2].
The most commonly studied configuration of RAPs is a par-
allel-serial system with s-independent subsystems, as illustrated
in Fig. 1 [1], [2]. The components in each subsystem are in
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Fig. 1. The structure of a general parallel-serial system.

parallel, and a subsystem ¢ is functioning if at least one of its
n; components is operational. For parallel-serial systems, an
RAP is always formulated as a nonlinear integer programming
problem with the objective to maximize the system reliability
under some constraints, such as cost, volume, and weight. In
early times, RAPs were relatively simple as all the components
of a subsystem were considered to be of the same type. Later,
progress was made by considering different types of compo-
nents in one subsystem. This extension significantly increased
the difficulty of RAPs. When an RAP was studied on parallel-se-
rial systems, the redundancy could just be allocated to the com-
ponents, which means that the basic structures of the parallel-se-
rial systems were fixed. In other words, systems considered in
this scenario only have a single level. Hence, the performance
(e.g., reliability) of a system can be directly calculated based
on the properties of components at the lowest level. However,
real-world systems, such as communication systems, computing
systems, control systems, and critical power systems, usually
contain multiple levels. In these systems, the entire system is
at the top level (system level), and the components are at the
lowest level, while subsystems are at the levels between the en-
tire system and the components. In a multi-level system, the en-
tire system, subsystems, and components are all called units;
and redundancy can be allocated to any level [4]. Fig. 2 illus-
trates a schematic diagram of a four-level system. An RAP with
a multi-level system is referred to as a multi-level redundancy
allocation problem (MLRAP). Specifically, the MLRAP inves-
tigated in this paper is formulated based on multi-level serial
systems with the following assumptions [5].
¢ Assumption 1: For a unit that is not at the lowest level,
its child units are in serial, and the number of these child
units is fixed. (E.g. when a real system based on the con-
figuration shown in Fig. 2 is constructed, every redundant
unit Uy must have three child units Uy, Uy, and Uy 3, and
these three child units are in serial.)
* Assumption 2: The redundancy can be allocated to the
units on any level.
* Assumption 3: The quality (reliability, cost) of each com-
ponent is predefined. If one unit is not a component, its
reliability, and cost are calculated based on its child units.

The RAP has been proved to be an NP-hard problem [6].
Thus, how to find effective approaches to it is a hot topic.
There are many approaches proposed to cope with RAPs,
including exact methods [7]-[10], max-min approaches [11],

System
-~ level ~ -— 777

Subsystem
levels ~ "= -

Component
level '~

Fig. 2. The structure of a tri-level system.

[12], dynamic programming [13], [14], heuristic methods [15],
[16], and meta-heuristic algorithms [17]-[26]. Among them,
meta-heuristic methods, especially genetic algorithms (GAs),
are widely, successfully utilized due to their robustness, and
strong ability of global search, even though sometimes they
are time-consuming. Comprehensive literature reviews on RAP
have been carried out in [1], [2]. From these reviews, it can be
observed that, in spite of its importance in the real world, the
MLRAP has rarely been investigated, and few approaches [5],
[27], [28] have been proposed. In [27], Levitin proposed an al-
gorithm based on a GA framework with a universal generating
function technique for the system survivability evaluation. This
method aims to solve multi-level protection cost minimization
problems subject to survivability constraints. Later, Yun and
Kim [28] proposed a restricted multi-level redundancy alloca-
tion model, and addressed a tri-level RAP using a customized
GA. However, the customized GA employs a fixed-length
vector to represent the solution to the MLRAP, and thus redun-
dancy is required to be allocated to only one unit in a direct
line, which is defined as a set of units from the system-level
unit down to one component unit. Though both methods [27],
[28] were designed to cope with MLRAPs, they were based
on strong assumptions or rigid rules that do not accord with
reality. Recently, Kumar et al. [5] re-formulated MLRAPs so
that redundancy allocation can be carried out at any level of
a multi-level system. In this work, a solution to an MLRAP
was represented by a hierarchical structure, and a simple GA
was adopted to tackle the MLRAP involved. Although the
hierarchical genetic algorithm (HGA) in [5] has been shown
to be effective via empirical studies, its effectiveness on the
MLRAP can still be improved significantly.

In this paper, a novel memetic algorithm (MA) is proposed
for MLRAPs. As an emerging area of evolutionary computa-
tion, MAs are population-based meta-heuristic search methods
that combine global search strategies with local search heuris-
tics [29]. MAs have been reported to not only converge to high
quality solutions, but also search more efficiently than conven-
tional GAs. The success of MAs have been demonstrated on a
wide variety of real-world problems [30]. Compared to conven-
tional GAs, there are two key issues for the success of MAs.
One is an appropriate balance between global and local search,
and the other is a cost effective coordination of local search.
Hence, the local search procedure, which is usually designed
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to utilize the domain knowledge of the problem, plays one of
the most important roles in MAs. In our paper, based on the
hierarchical genotype representation of the variables employed
in [5], two new breadth-first-search genetic operators (breadth-
first-search crossover, and breadth-first-search mutation), and
a novel problem-specific local search operator are proposed.
Then, the newly proposed genetic operators, and the local search
operator, are incorporated into the MA framework; and a new
MA is developed for MLRAPs. The proposed MA is compared
with HGA on two multi-level systems. Experimental results
show that the newly proposed MA outperformed HGA on both
multi-level systems.

The rest of this paper is organized as follows. Section II in-
troduces the background of this work, including the formula-
tion of MLRAPs, and the hierarchical genotype representation
for MLRAPs. Section III proposes our new memetic algorithm
(MA). Then, empirical comparisons between the MA and HGA
are presented in Section IV. Section V concludes this paper.

II. BACKGROUND

A. Problem Formulation

We define the parts of a multi-level serial system hierarchi-
cally as the entire system at the topmost level, the subsystems
at lower levels, and the components at the lowest level. The
system, subsystems, and components are all referred to as units.
Each unit except a component has a fixed number of serial units
at the immediately lower level, which are called its child units.
Each unit except the system unit relates to a unique unit at
the immediately higher level, which is called its parent unit.
Fig. 3 illustrates an example of multi-level serial systems. In this
figure, U; is a system unit containing n; serial child units (U7
to Uiy, ). Similarly, Uyq has ni; serial child units, represented
as Uq11 to Ui1p,, . This structure applies to all of the units ex-
cept for the component units.

Given a multi-level serial system, the redundancy allocation
procedure starts from the system level, and moves to the compo-
nent level. One is allowed to replicate any unit in the system, and
the original unit and its replicated units are combined together
in parallel. Fig. 4 describes an example of redundancy alloca-
tion on a bi-level serial system, which consists of a system unit
U1, and two child units Uy7 and Ujo. After allocating redun-
dancy to this system, the redundancy of U; is two. Under the
parent unit Ull, the redundancy of Uy, and Uss are three, and
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Fig. 4. An example of redundancy allocation on a bi-level serial system. Uij_ m
represents the jth redundant unit of mth child unit of U; .

one, respectively. Under the parent unit UZ, the redundancy of
U11, and U;2 are both two. The corresponding final system is
illustrated at the bottom of Fig. 4.

In a multi-level serial system, the reliability of the units at the
lowest level (i.e., components) are predefined. For each unit at
a higher level, its reliability can be calculated based on its child
units directly. Assume a unit U; has n; child units, and denote
the redundancy of a child unit U; ,,, as x; ,,. The reliability of
U; can be calculated with (1).

r=1] |1- H (1-RL.) ()
m=1 j=1

Using (1), the reliability of the units at the second lowest level
can be calculated on the basis of the components. Then the re-
liability of the entire system can be calculated by repeating this
procedure. For example, the reliability of the final system given
in Fig. 4 is

3
Ropo= 1= (1= | 1=T] (1-8{,) | (R1.)

(1—12{,1) 1—H (1—12{72)

Jj=1

@
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Fig. 5. An example of the hierarchical representation scheme on a tri-level ser
on (a); (c) hierarchical representation.

The cost of the system is another important issue in the re-
liability optimization field. It is usually considered as the con-
straint in the design phase of a system (i.e., the total cost of a
system should not exceed a predefined value). In a traditional
RAP, the cost of a system is simply the aggregate of the cost
of each component in the system. However, in a multi-level
system, additional costs need to be taken into account to reflect
the hierarchical structure. Specifically, such additional cost is
introduced in the second lowest level, and the cost of a unit U;
in a multi-level serial system can thus be calculated as

Tim

>yl

if U; is not at the

m=1 j=1

C; = e second lowest level (3)
o> O+ A, if U s at the
m=1j=1

second lowest level

For example, the cost of the final system in Fig. 4 is

3
Coys = Z Ci,+ A+ Cla+ A2
j=1
2 . 2 .
+ Z Ci,+ A’ + Z Cio+ A2’ 4)

i=1 i=1

(©)

ial system: (a) basic configuration; (b) system based on the redundancy allocation

Let x be the variable of an MLRAP, consisting of all the z; ,,
that state the redundancy of all the units in the system. The
MLRAP studied in this paper is formally defined as

Maximize :  Rgys = R(x)
s.t. Csys = C(x) < Cy
1<zm < p;i ©)

where () is the maximum cost allowed, and p; is the prede-
fined maximum redundancy of U;.

B. Solution Representation

When applying conventional GAs to an optimization
problem, a solution is usually represented as a fixed-length
vector. Each element of it corresponds to the value of a decision
variable (e.g., the redundancy of a unit). That means the number
of decision variables is fixed during the problem-solving
process. In an MLRAP, the number of decision variables may
vary due to the changes of the redundancy allocated to a unit.
For this reason, a hierarchical structure was proposed in [5] to
represent a solution to an MLRAP. This representation scheme
does not restrict the number of decision variables to a fixed
value, and is capable of representing all possible solutions to the
MLRAP. Its advantages can be observed from [5]. Therefore,
it is employed in the work here.
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1: Initialization: Generate an initial population

2: while stopping criteria are not satisfied do

3:  Evaluate all individuals in the population

4:  Evolve a new population using evolutionary operators
5:  for Each individual do

6: Perform local search around it with probability P
7. end for

8: end while

Fig. 6. General framework of MA.

Fig. 5 illustrates an example of the hierarchical representa-
tion scheme on a tri-level serial system. The basic structure of
the system is given in Fig. 5(a). A system obtained after redun-
dancy allocation is shown in Fig. 5(b), and is represented in the
hierarchical structure in Fig. 5(c). For each unit in the figure,
three types of variables are given in the box associated with it.
Here, k stands for the redundancy allocated to it, and n stands
for the number of its child units. A variable in the form of zf ,,
represents the redundancy allocated to the mth child unit of the
eth redundant unit of U;. In other words, the variables x{ ,, are
to be optimized in an MLRAP. Because the units at the lowest
level (i.e., the component level) have no child unit, only the re-
dundancy allocated to themselves are given.

III. PROPOSED MEMETIC ALGORITHM

An MA consists of two types of operators: the genetic op-
erator for global exploration, and the local search operator for
exploitation. Without loss of generality, the framework of MA
is summarized by Fig. 6.

A. Fitness Function

How to evaluate the quality of a solution is one of the most im-
portant issues in an MA. Because an MLRAP is formulated as a
constrained optimization problem, violations to the constraints
must be considered together with the value of objective func-
tions when evaluating a solution. In the literature, there are many
useful constraint handling methods such as penalty techniques,
repair techniques, separation techniques, and hybrid techniques
[31], [32]. In this work, a penalty function proposed by Gen and
Cheng [31] is employed. Concretely, the fitness function f(x)
for evaluating the quality of a solution during the search process
of our MA is defined by the form

f(x) = R(x) x 9(x), (6)

1(x) is a penalty function that measures the extent of the
solution violating the constraints. It always lies in the region of
[1]. The larger the value of 1)(x), the less the solution violates
the constraints.
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B. Initial Population

To initialize our MA, a population of solutions (usually called
individuals in the literature of MA) need to be generated first.
These initial solutions are randomly generated. Like the calcu-
lation of the reliability of a system, an individual is generated
in an iterative manner. This procedure starts from the system
level. Given a multi-level serial system, an integer k is first gen-
erated randomly as the redundancy of the system unit. Assume
each system unit consists of 7 child units. Then n X k integers
need to be generated as the redundancy of the units at the second
level. Repeating this procedure until the second lowest level, an
individual will be obtained.

C. Genetic Operators

In [5], two genetic operators (i.e., crossover, and mutation)
were proposed for the hierarchical solution representation. At
each iteration of the algorithm, a unit in the hierarchical repre-
sentation needs to be selected. Then, the two operators will be
applied to this unit. Hence, the performance of the algorithm
largely depends on how this unit is selected. When applying the
crossover operator in [5] to two solutions, a unit will be selected
only when the redundancy of its parent unit in the two solutions
are the same. This approach makes it possible that some units
will never be selected, while crossover is applicable to the other
units at the same level. However, from the system design view-
point, the units at the same level should be treated equally, re-
gardless of the status of their parent units. Therefore, two new
genetic operators are proposed in our paper. Both of them treat
the units at the same level equally.

Crossover between two individuals is conducted through
three steps. First, an intermediate level between the system
and component levels is chosen based on some predefined
probability. A higher level is assigned with a higher probability
of being selected. After that, a unit at the selected level of
each individual is chosen randomly. Finally, the chosen units,
and their lower structures are exchanged to generate two new
individuals. In the above second step, all units at the same level
have the same probability of being selected for crossover; such
a strategy is similar to the breadth-first search process. Hence,
it is named the breadth-first crossover (BFC). Fig. 7 illustrates
the final step of the crossover. In this case, the crossover occurs
at the second level.

The mutation operator of our MA is named the breadth-first
mutation operator (BFM). It also contains three steps, but is ap-
plied to a single individual. The first two steps are similar to
those of the crossover operator. First, an intermediate level is
selected. Then, a unit at this level is selected randomly. After
that, the redundancy of the selected unit is replaced by a ran-
domly generated integer. Because changing the redundancy of
a unit will change the structure at the lower levels, the redun-
dancy of the units involved in the changed structure is finally
re-generated following the procedures used for generating ini-
tial individuals. Fig. 8 presents an example of BFM on an in-
dividual P;. The first unit on the second level is selected as a
mutation node, and the redundancy of it (k = 2) is changed by
a randomly generated integer number (k = 3). Then, the lower
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Crossover

Fig. 7. An example of crossover operator between two parents (P; and Ps).

structure of this unit is reconstructed. In this way, a new indi-
vidual Pj is obtained. Note that when the redundancy of a unit
is changed, the corresponding decision variable in its parent unit
should also be updated.

D. Local Search Method

As mentioned before, local search is an important procedure
in an MA. In our MA, because both BFC and BFM explore
the solution space globally for promising areas, local search is
indispensable to carry out exploitation (i.e., local refinement)
once a promising area is reached. Specifically, local search in
our MA is implemented in three steps.

First, an individual is selected from the population, and local
search is carried out based on it. Concretely, prior to the local
search, all individuals are evaluated by the metric

V(%) = Fx)

o)’ N

Then, the individual with the largest y(x) is chosen for car-
rying out local search. The rationale behind this strategy is that,
for an MLRAP, it is desired that the optimal system be of the
highest reliability, while satisfying the constraints on the cost.
The smaller the cost, the better. Hence, the ratio of the reliability
to cost serves as a natural metric of the potential of an individual.

Second, the local search operator is applied to the selected
individual. As can be demonstrated by the descriptions of BFC
and BFM in the hierarchical structure, modifications to a unit
at higher levels are likely to result in more significant changes
to the structure of the whole system. Local search, however, re-
quires modifying the structure of the system slightly. Hence, our
local search operator only works on the component level (i.e.,
the lowest level). Assume the selected individual corresponds
to a system consisting of n components. The local search op-
erator randomly selects ten pairs of components. For each pair,
the redundancy of the components are modified following the
schemes presented in Alg. 1. During the local search, a newly
generated individual is preserved in a temporary archive if it
does not violate the cost constraint. Otherwise, it is discarded.

Finally, all the new individuals preserved in the local search
process are combined with the current population. All indi-
viduals in this combined population are then sorted in the
descending order with respect to their fitness, which can be
calculated using (6). The top individuals survive into the next
generation, and the others are discarded. The pseudo-code of
the local search procedure is presented in Alg. 1.

Alg. 1. Pseudo-Code of the local search procedure on an
individual x
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Fig. 8. An example of mutation operator on P;.

1: Randomly select ten pairs of components of x, denoted as
{(co1, co2), (11, €12), - - -, (cor, co2) }-

2: Initialize an archive A = ¢. This archive will be used to
store the feasible solutions obtained by local search.

3: for :=0:9 do

4:  Decrease the redundancy of each components by 1 (i.e.,
k(ci1) = k(cin) — Lor k(ci2) = k(ci2) — 1) to get two new
individuals x;; and x;».

5:  Increase the redundancy of component ¢;; by 1, and
decrease the redundancy of component c¢;5 by 1, then obtain a
new individual x;3.

6:Increase the redundancy of component ¢;5 by 1, and decrease
the redundancy of component c;; by 1, then obtain a new
individual x;4.

7:  Check whether the four new individuals violate the cost
constraint, and include the ones satisfying the constraint into A.

end for
Output A.

Pseudo-Code of the local search procedure on an individual x.
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E. Summary of the Proposed MA

To summarize, the proposed MA starts by initializing a popu-
lation of individuals. Then, new individuals are generated itera-
tively. At each generation, the BFC, and BFM operators are first
applied to the current population of individuals, generating a set
of new individuals. Then, local search is applied to a number of
these new individuals to further improve them. After that, all
the individuals generated by BFC, BFM, and local search are
combined with the current population, and the best part of them
are selected to survive into the next generation. This process is
repeated for a predefined number of generations, and the best
individual in the final population will be the final solution to the
MLRAP. The pseudo-code of the MA is presented in Alg. 2,
where psize, csize, and msize are three parameters to be pre-
defined. Variable psize is the population size; csize, and msize
are the number of individuals to which the crossover, and muta-
tion will be applied, respectively.

Alg. 2. Pseudo-Code of Our MA.

1: Set the parent population X = ¢, the offspring population
C = ¢, and the generation counter ¢ = 0.

2: Initialize the population X with psize individuals
X = {X17X27 s 7Xpsizs}~

3:while ¢ < %,,4, (maximum generation number) do

4:  Evaluate the population X, and sort X based on the their
fitness.

5: fori=1:csize/2 do

6: Select two individuals x,,,, and x,, from X, where
X, 1s randomly selected from the top ten individuals in X, and
X, is randomly selected from the other individuals.

7 Apply BFC to x,,,, and x,, to generate two offsprings
x!.,and x/,.

8: Include x/,,, and x/, into C.

9:  end for

10:  for j =1 : msize do

11: Randomly select one individual x,,, from X.
12: Apply BFM to x,,, to generate an offspring x/,,.
13: Include x/,, into C.

14:  end for

15:  Sort all the individuals in C with respect to (7), and
select the individual with the largest y(x).

16:  Apply the local-search operator to the selected
individual.

17:  Include the feasible solutions obtained in the local
search into C.

18:  Combine X and C, evaluate this combined population,
and select the psize best individuals as the new X.



WANG et al.: MEMETIC ALGORITHM FOR MULTI-LEVEL REDUNDANCY ALLOCATION 761

g
U
]

U]JI U]JJ

U131 UI 32

[ ] [ ] [ ] ]
| U1111| l Uniiz| | Unizi | Ul | Ui l Uiz l Ulzzz

| UIZZI

Fig. 10. The basic multi-level configuration of Problem-B.

19:  SetC = ¢.
20:  Sett =t + 1.
21:end while

22:The best individual in X is the final solution.

IV. EMPIRICAL STUDIES

In this section, the performance of our MA is evaluated on
two MLRAP examples. The results are compared with HGA
[5], which is the most recent algorithm in the literature. The
structures of the two multi-level serial systems are illustrated in
Figs. 9 and 10. The first system is comprised of three levels, and
the second consists of four levels. For both systems, the redun-
dancy that can be allocated to a single unit is between one and
five. That is, five choices are available for each unit. Hereafter,
the MLRAP for the first system is referred to as Problem-A, and
the MLRAP for the second system is referred to as Problem-B.
Both of them have been used in [5] to evaluate the performance
of HGA.

A. Experimental Design, and Results on Problem-A

Both HGA, and our MA involve a number of control param-
eters to be set in advance. Because HGA has been studied on
both Problem-A, and Problem-B, the parameter settings used in
[5] were used directly in our experiments. Specifically, the pop-
ulation size was set to 100, the maximum generation was 500,
the crossover rate was set to 0.8, and the mutation rate was set to
0.05. To make a fair comparison, the same population size, and
maximum generation numbers were used in our MA. At each

TABLE I
THE INPUT DATA OF THE BASIC MULTI-LEVEL SYSTEMS ON
Problem-A, AND Problem-B

Problem-A Problem-B
Unit Reliability Cost A Unit Reliability Cost A
Ui 0.9000 5 3 Uynin 0.9000 7 4
Uii2 0.9500 6 4 Uiii2 0.8000 6 4
Upis 0.8500 5 4 Uri2a 0.7500 8 4
Usoy 0.9000 6 4 Usy22 0.9500 5 4
Ujao 0.8500 7 4 Uia11 0.7000 9 4
Uiz, 0.9000 8 3 Ui212 0.9000 6 4
Uisz 0.8000 7 4 U221 0.8500 5 4
U222 0.8000 8 4
1
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Fig. 11. Convergence plot of HGA and our MA on Problem-A.

generation, 50, and 10 offsprings were generated by crossover,
and mutation operators, respectively. This setting was obtained
on the basis of some preliminary experiments. As will be shown
by the experimental results, these parameter settings works well
on most test instances. Hence, we recommend them as default
settings.

1) Single Case Study: In this experiment, the aim is to eval-
uate the convergence behavior of our MA on a case study. Be-
cause HGA has also been studied from this perspective in [5],
the same settings were used in our experiment. That is, the cost
constraint value (Cp) was set to 300, and the parameters of
the components of the system are given in Table I. The system
parameters of the other units can be calculated following the
method described in Section II. The best solution obtained in
each generation was recorded, and the reliability of the cor-
responding system was calculated. The convergence curve of
both MA, and HGA can thus be plotted in Fig. 11, where the
x-axis represents the number of generations, and the y-axis rep-
resents the system reliability. Both methods converged rather
fast (within 100 generations), and the solution obtained by our
MA was significantly better than that obtained by HGA.

2) Performance Over Different Constraint Values: The pre-
vious sub-section only provides a case study on which the MA
outperformed HGA, and it is insufficient to draw a more gen-
eral conclusion. Hence, further comparisons between the two
methods under different conditions by varying the cost con-
straint values were carried out. To be specific, 20 cost constraint
values were sampled between the interval 150 to 340. All the
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TABLE II
RESULTS OF THE PROPOSED MA, AND HGA ON Problem-A WITH DIFFERENT CONSTRAINT VALUES, WHERE “BEST SOLUTIONS” INDICATE THE BEST
SOLUTION FOUND FROM 10 RUNS, AND “OVERALL PERFORMANCE” INDICATES THE AVERAGES OVER THE 10 RUNS

Best Solutions Overall Performance
Cost
HGA MA HGA MA
Detailed Solutions
Reliability ~ Cost | Reliability ~ Cost [(@1) (ene2s) Mean  Variance | Mean  Variance
Constraint
(T2 1213) (T 121 2122) (T131 2 132 )]

150 0.764087 148 0.800473 141 [(1H(122)212)(1111)(111D] 0.758664 2.64E-4 0.794405 2.53E-4
160 0.825487 152 0.840942 159 [(DHE22)(ATTTIDATT)(1112)] 0.814682 1.73E-4 0.839620 3.85E-4
170 0.846681 169 0.866762 170 [(DH121)(222)(1111)(22)] 0.836681 2.57E-4 0.860763 3.02E-4
180 0.861791 173 0.878124 179 [(DH22D212111)(1111)(22)) 0.853320 9.64E-5 0.876084 1.37E-4
190 0.873937 186 0.891501 189 [(D(121)(222)(1211)(22)]) 0.872088 8.42E-5 0.891501 0
200 0.889995 198 0.903187 198 [(DH21)(212111)(1211)(22)] 0.887392 8.32E-5 0.901123 7.32E-5
210 0.907725 208 0921117 208 [(D(112)(222)(22)(1122)]) 0.904971 1.53E-4 0.921117 0
220 0.919424 217 0.937125 220 [(1)(222)(111212)(1211)(1122)] 0.915212 6.92E-6 0.933345 1.49E-5
230 0.927116 225 0.944680 229 [(1)(122)(222)(2211)(1122)] 0.923866 7.73E-6 0.940280 8.25E-6
240 0.937243 239 0.957063 238 [(1)(222)(212111)(1122)(1122)] 0.934465 4.56E-5 0.956063 7.34E-6
250 0.947030 250 0.962800 249 [(1)(222)(212211)(1122)(1122)] 0.947030 0 0.959702 5.97E-5
260 0.952400 256 0.969355 256 [(1)(222)(222111)(2211)(2211)] 0.950043 2.39E-5 0.967522 2.46E-5
270 0.958907 267 0.973986 269 [(1)(232)(212212)(111111)(2212)] 0.954633 4.02E-5 0.970031 3.58E-5
280 0.964743 279 0.979184 278 [(1)(223)(222111)(2211)(111122)] 0.963582 1.35E-5 0.977263 2.65E-5
290 0.970363 285 0.982124 288 [(1)(223)(212212)(1122)(111122)] 0.968372 2.83E-5 0.979924 5.69E-5
300 0.973004 292 0.984909 299 [(1)(233)(111222)(111122)(221111)] 0.973004 0 0.984058 1.36E-5
310 0.976853 307 0.986322 310 [(1)(232)(111222)(112211)(2222)] 0.974927 3.05E-6 0.985073 3.34E-6
320 0.980995 316 0.989283 320 [(1)(232)(212212)(221111)(2222)] 0.978425 8.27E-5 0.989283 0
330 0.981885 328 0.989469 325 [(1)(223)(222212)(2212)(111122)] 0.980379 4.85E-5 0.989469 0
340 0.983592 337 0.992975 338 [(1)(232)(222212)(221111)(2222)} 0.982274 5.24E-6 0.992324 1.65E-6

system parameters were kept the same as the previous sub-sec-
tion. For each cost constraint value, both MA, and HGA were
applied 10 times. Table I summarizes the results of this exper-
iment. The columns headed “Best solutions” present the relia-
bility, and cost of the best solutions obtained by the MA, and
HGA in the 10 independent runs. The results in these columns
are also plotted in Fig. 12. In addition, the details of these best
solutions are also provided. Fig. 13 illustrates the system corre-
sponding to the best solution obtained with the cost constraint
value 150. The columns headed “Overall Performance” present
the average reliability of the solutions obtained in the 10 runs.
The corresponding variances are also given. Furthermore, the
Wilcoxon rank sum test (with a significance level 0.05) has
been employed to compare the overall performance of the two
methods. For each cost constraint value, the results that are sig-
nificantly better (i.e., the reliability of the system obtained) are
highlighted in boldface.

From Table II, and Fig. 12, it is clear that the proposed MA
outperformed HGA on all the 20 cases, in terms of both the
quality of the best solutions, and overall performance. In partic-
ular, the best solutions found by our MA are always better than
those found by HGA. The MA even achieved solutions with a
higher reliability but a lower cost on five cases (i.e., the cases
whose cost constraint values are 150, 240, 250, 280, and 330).

3) Comparison of Two Methods Using Different System
Parameters: The third experiment was conducted to examine
whether the advantage of the proposed MA holds over a variety
of different system parameters. Because the major system pa-
rameters of a multi-level serial system are the parameters of the
components, a set of test instances were randomly generated by

System Reliability

P S S S S S S ST S S S S S
140 150 160 170 180 190 200 210 220 230 240 250 260 270 280 290 300 310 320 330 340
Cost Constraint Value

Fig. 12. Comparison between the MA and HGA under different constraint
values on Problem-A.

Uiz:
Uiz:

Fig. 13. The detailed solution in the first line of Table II.

modifying the reliability of the components. Specifically, the
reliability of each component was randomly chosen from the
set {0.80, 0.85, 0.90, 0.95}. Ten test instances were obtained
in this way; and both the MA, and HGA were applied to
each instance for ten independent runs. The best results, and
average results over the ten runs are presented in Table III. The
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TABLE III
RESULTS OF THE PROPOSED MA, AND HGA ON Problem-A WITH
DIFFERENT SYSTEM PARAMETERS, WHERE “BEST SOLUTIONS”
INDICATE THE BEST SOLUTION FOUND FROM 10 RUNS, AND
“OVERALL PERFORMANCE” INDICATES THE AVERAGES
OVER THE 10 RUNS

Best Solutions Overall Performance
Case
HGA MA HGA MA
Number | Reliability — Cost | Reliability — Cost Mean Variance Mean Variance
1 0973004 292 | 0984909 299 | 0962134  T43E-4 | 0982537  L46E-5
2 0975782 293 | 0983661 293 | 0970384  4.60E-5 | 0.980023  3.25E-5
3 0.976467 300 | 0984903 297 | 0973712  948E-5 | 0981135  5.69E-5
4 0975613 293 | 0984186 298 | 0.970028  4.82E-5 | 0.983066  1.47E-6
5 0967198 294 | 0978494 300 | 0959832  8.78E-4 | 0972073  195E-5
6 0.982991 296 | 0991684 298 | 0973971  3.72E-4 | 0.987201  5.82E-4
7 0969423 292 | 0981200 300 | 0.959620  2.63E-4 | 0975923  6.92E-5
8 0974554 299 | 0983096 295 | 0970471  5.82E-4 | 0.983096 0
9 0950217 293 | 0970801 299 | 0938612  8.54E-3 | 0.966396  3.71E-5
10 0923802 299 | 0948863 298 | 0912242  3.82E-4 | 0.942201  6.92E-5
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Fig. 14. Convergence plot of HGA, and our MA on Problem-B.

Wilcoxon rank sum test (with a significance level 0.05) was
employed to compare the two methods. For each instance, the
average result of the significantly better method is highlighted
in boldface. It is shown that the proposed MA also consistently
outperformed HGA in this scenario.

B. Experimental Design, and Results on Problem-B

The experiments on Problem-B were designed in exactly the
same way as those on Problem-A. That is, the proposed MA
was compared to HGA from three perspectives: a single case
study, the performance over different constraint values, and the
performance on test instances with different system parameters.
For the first experiment, the cost constraint value (Cy) was set
to 500 following the previous work [5], and the system parame-
ters are given in Table I. The maximum generation number was
set to 500 for both methods. The results of this experiment are
presented in Fig. 14. For the second experiment, 15 different
cost constraint values were sampled between the interval 200 to
900. The same system parameters as in Table I were used. The
results are presented in Table IV, and Fig. 15 in the same form as
Table II, and Fig. 12, respectively. For the third experiment, ten
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Fig. 15. Comparison between the MA and HGA under different constraint
values on Problem-B.

TABLE IV
RESULTS OF THE PROPOSED MA, AND HGA ON Problem-B WITH
DIFFERENT CONSTRAINT VALUES, WHERE “BEST SOLUTIONS”
INDICATE THE BEST SOLUTION FOUND FROM 10 RUNS, AND
“OVERALL PERFORMANCE” INDICATES THE AVERAGES
OVER THE 10 RUNS

Best Solutions Overall Performance
Cost —
HGA MA HGA MA
Detailed Solutions
(1) (@ ze) (@mene) (2121 7122)
Reliability ~ Cost | Reliability  Cost Mean  Variance | Mean  Variance
Constraint (zun zm2) (@ nn zuz2)
(@120 @ 1212) (122 T1222))
1(X(11)(22)22)
200 0656196 190 | 0708032 193 0613872 273E4 | 0652099  9.26F-4
ALHATDHERIDTD]
[ 1D(22)22)
250 0761348 244 | 0816424 250 0728640 3.59E-4 | 0755391  529E-4
ATH20(1121)(1122)]
HTH21X22)
300 0820286 300 | 0866775 300 0794485 284E-4 | 0837821  184E-4
(1212(22)2211)(1122))
1)(11)(32)22)
350 0879036 345 | 0938285 350 0848625 8.36E-5 | 0.896301  285E-5
(TN 2121)(2221)(2212))
[(HERD11)(32)
400 0894051 397 | 0938241 399 0873082 S62E-5 | 0913927  6.73E6
@2)(22)DAN(112211)2122)]
1O D22)(32)
450 0939884 449 | 0969320 438 0925863 295E-6 | 0.960071  254E-6
(2212)(2222)(222111)(2122)]
1()(1)(22)22)
500 0959363 493 | 0978447 492 0949327 374E-S | 0971538 48265
(2212)(2222)(2132)(2222)]
[t 3)
550 0969910 547 | 0986362 539 0964502 8.63E-6 | 0983201  7.74E-6
(2222)212121)222112)(111132)]
[(D(11)33)33)
600 0970285 583 | 0990953 597 0969342 482E-5 | 0988241  S38E-6
(122221)(212121)(222112)(221132)]
[ 1H(22)32)
650 0979855 644 | 0991272 643 0976292 285E-6 | 0990735  382E-6
(2222)(3222)(321121)(2232)]
1X11)(32)22)
700 0980132 694 | 0993212 699 0979821 184E-5 | 0992402 134E-5
(222222)(3222)(3222)(2223)]
[(H(11D)(33)32)
750 0987066 739 | 0994254 744 0982074 2.56E-6 | 0993225  1.82E-6
(222212)(322111)(222231)(1133))
1H(1DE3)GE2)
800 0987723 797 | 0994736 800 0986392 7.32E-6 | 0994736 0
(112222)(322112)(223231)(1133)]
1(1)(12)(33)(1232)
850 0988248 835 | 0998219 848 0987359 279E-6 | 0.996497  2.14E-6
(222222)(323211)(22)(1222)(122222)(1222)]
[(HD33)(1232)
900 0990542 897 | 0998399 883 0988321 462E-6 | 0997921  173E-7
(222222)(322221)(23)(2222)(2222)(1222))

test instances were generated by randomly setting the reliability
of each component to a value of the set {0.70, 0.75, 0.80, 0.85,
0.90}. Both the MA, and HGA were run on these instances for
ten times. The results are presented in Table V. In general, sim-
ilar conclusions can be drawn from the results on Problem-B,
and those on Problem-A. Therefore, the superiority of the pro-
posed MA is further demonstrated.
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TABLE V
RESULTS OF THE PROPOSED MA, AND HGA ON Problem-B WITH
DIFFERENT SYSTEM PARAMETERS, WHERE “BEST SOLUTIONS”
INDICATE THE BEST SOLUTION FOUND FROM 10 RUNS, AND
“OVERALL PERFORMANCE” INDICATES THE AVERAGES
OVER THE 10 RUNS

Best Solutions Overall Performance
Case
HGA MA HGA MA
Number | Reliability — Cost | Reliability Cost Mean Variance Mean Variance
1 0.950429 500 0.964249 499 0.947293 3.64E-5 0.952084 1.41E-4
2 0.951790 499 0.955361 500 0.942630  6.42E-5 | 0.950388  6.84E-5
3 0.961935 485 0.987239 495 0.958302  4.74E-5 | 0.980582  3.65E-5
4 0.954075 497 0.962872 500 0.952205  5.72E-6 | 0.960353  9.64E-6
5 0.950373 476 0.963714 500 0.948291 8.75E-5 | 0.961842  4.62E-5
6 0.967201 491 0.989973 496 0.962863  6.28E-5 | 0.984032 1.64E-5
7 0.959306 492 0.970569 495 0.954032  2.39E-5 | 0.968145  2.77E-6
8 0.964437 497 0.981231 500 0.964437 0 0.972845 9.49E-5
9 0.944596 489 0.976990 495 0.940382  4.18E-5 | 0.942990  5.52E-5
10 0.956614 478 0.979008 4950 0.953214 2.39E-5 0.975843 2.53E-5

V. CONCLUSIONS

In the literature, the RAP has been intensively investigated on
single-level systems. However, practical systems usually have
multiple levels. Limited studies have been conducted in this sce-
nario. In this paper, the RAP for multi-level systems was in-
vestigated, and a novel MA was proposed to solve this type of
problem. Two new genetic operators (BFC, and BFM), and a
local search method have been proposed based on the hierar-
chical solution representation used in [5]. The proposed MA
combines the advantages of the two genetic operators with the
local search method to maintain a good trade-off between local
exploitation and global exploration. Experimental studies on
two examples demonstrated that our MA consistently outper-
formed a state-of-the-art algorithm named HGA [5].

Two issues deserve further discussion and investigation. First,
in the experimental study, only multi-level serial systems were
considered. Changing the structure of a system will lead to dif-
ferent reliability and cost functions of the corresponding opti-
mization problem. Because the proposed MA has been shown
to be effective on multi-level serial systems, it should be ex-
tended to multi-level systems with more complex structures in
the future. Second, the studied MLRAP is just a single-objective
problem with the only goal to maximize the system reliability,
while the designing cost is considered as a constraint. In fact, a
multi-objective problem can be formulated, which aims to seek
multiple solutions that represent different trade-off between the
system reliability and cost. Such a problem definition, as well as
the problem-solving approach, will be investigated in the future.
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