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Abstract— Nowadays, as the software systems become
increasingly large and complex, the problem of allocating
the limited testing-resource during the testing phase has
become more and more difficult. In this paper, we propose
to solve the testing-resource allocation problem (TRAP)
using multi-objective evolutionary algorithms. Specifically,
we formulate TRAP as two multi-objective problems. First,
we consider the reliability of the system and the testing
cost as two objectives. In the second formulation, the total
testing-resource consumed is also taken into account as
the third goal. Two multi-objective evolutionary algorithms,
Non-dominated Sorting Genetic Algorithm II (NSGA2) and
Multi-Objective Differential Evolution Algorithms (MODE),
are applied to solve the TRAP in the two scenarios. This
is the first time that the TRAP is explicitly formulated and
solved by multi-objective evolutionary approaches. Advantages
of our approaches over the state-of-the-art single-objective
approaches are demonstrated on two parallel-series modular
software models.

keywords: Software Reliability; Multi-Objective Evolution-
ary Algorithm; Parallel-Series Modular Software System.

I. INTRODUCTION

Nowadays the software systems have become very large

and complex. Despite of the decrease of the hardware costs,

the costs of software systems have increased rapidly during

the past several decades. In modern computer systems,

software takes larger portion of the system cost than the

hardware. Like in hardware development [1-3], reliability is

a most important purpose in software development. There

are many environmental factors in the software development

process. The software testing-resource is a kind of entities

which can be measured and controlled early in the software

development cycle, and optimal allocation of testing resource

can lead to an improvement of the reliability of a software

system [4-5], Hence, the Test-Resource Allocation Problem

(TRAP) plays an important part in the development of

software systems.

Obviously, determining the optimal allocation of test-

resource involves multiple considerations. For example, we

would like to get a software with high reliability, but we also

prefer minimizing the cost during the testing phase. At the

same time, we may also aim to finish the testing phase as fast

as we can (i.e. with the minimal time). Therefore, the TRAP

is a multi-objective optimization problem, which concerns
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several incommensurable and often conflicting objectives.

Though many researchers have carried out studies on the

TRAP [6-13], most of them only considered reliability while

ignoring the cost of the software system, i.e., they considered

TRAP as a single-objective problem. Some other researchers

did consider both the reliability and the cost [14-15], but

they aggregated the two objectives to a scalar cost function,

and optimized it in a single-objective way. Further, the total

testing-resource consumed has never been considered in the

optimization. Instead, a fixed resource budget is always de-

fined in advance. In this paper, we suggest tackling the TRAP

with Multi-Objective Evolutionary Algorithms (MOEAs).

MOEAs, such as Strength Pareto Evolutionary Algorithm II

(SPEA2) [16], Pareto Archived Evolution Strategy (PAES)

[17], Nondominated Sorting Genetic Algorithm II (NSGA2)

[18] and Multi-Objective Differential Evolution Algorithms

(MODEs) [19-20], are a family of evolutionary approaches

to multi-objective optimization problems. They have been

proven to perform well on lots of real-world problems. To

the best of our knowledge, MOEAs have never been applied

to the TRAP before. We consider two scenarios. First, the

reliability of the software and the testing cost. So the goal is

to find a good trade-off between the reliability and the cost.

Then, the total testing-resource consumed (i.e. the total time)

is brought in as the third objective.

Compared to the existing single-objective approaches,

which usually provide one single optimal solution at a time,

MOEAs can offer a set of solutions that are well known

as non-dominated solutions. Hence MOEAs can provide the

designers a lot of choices with different level of trade-

off between reliability and cost (in our first scenario), or

between reliability, cost, and the total testing-resource con-

sumed (in our second scenario). Efficacy of our proposed

approaches are demonstrated on software reliability growth

models (SRGMs) [21-22], which is a main type of software

system models based on nonhomogeneous Poisson process

(NHPP).

The rest of this paper is organized as follows: The basic

structure of the parallel-series modular software system is

presented in section 2. Section 3 shows how we solve

the testing-resource allocation problem with NSGA2 and

MODE. In section 4, our multi-objective approaches are

experimentally compared to some existing single-objective

approaches on two examples of the parallel-series software

systems. Finally, discussion and conclusions are presented in

Section 5.
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Fig. 1. The basic structure of a parallel-series modular software system

TABLE I

THE NOMENCLATURE OF THE SOFTWARE SYSTEM

T total testing resource (or time)
Ti testing resource allocated on module i

Ti∗ optimal allocation resource on module i

C the total testing cost
Ci(Ri) cost function of module i according to

the reliability of module i Ri

m(t) mean value function in NHPP
R system reliability
Ri(x|Ti) reliability function of module i, after a testing

period Ti

II. PARALLEL-SERIES MODULAR SOFTWARE SYSTEM

A. Basic Structure of the Parallel-series Modular Software

System

With the growth of the size of the software systems,

a system is usually comprised of many modules in the

designing and testing phase. The basic structure of a general

parallel-series modular software system with n groups of

parallel modules and m serial modules is shown in Fig.1.

B. The Performance of The Parallel-series Modular Software

System

According to the software reliability literature, we adopt

the following models to quantify the reliability of a parallel-

series modular system and the testing cost. A summary of

the nomenclature are presented in Table I.

For every modular in this system, the failure intensity of

module i is λi(Ti) and it can be calculated by:

λi(Ti) = aibiexp(−biTi) (1)

Where ai and bi are constants. ai is the mean value of the

total errors in modular i and bi describes the rate of detected

errors in modular i. Ti is the testing time allocated to module

i.

Thus the reliability of module i is

Ri(x|Ti) = exp{−λi(Ti)x}, x ≥ 0 (2)

After the Ti unit time of testing, The probability of no

fault occuring in the interval (Ti, Ti + x] is Ri(x|Ti). From

Eq. (1) and Eq. (2), we can find that the reliability of modular

i is exponentially increasing to the resource allocated to the

modular i [23].

TABLE II

PROBLEM.1:THE TESTING-RESOURCE ALLOCATION PROBLEM WITH

TWO OBJECTIVES

(1) Maximize

R(x|T ) =
∏n

l=1
(1 −

∏kl
i=1

[1 − Rli (x|Tli )])
∏m

j=1
Rj(x|Tj)

(2)Minimize

C(Rli , Rj) =
∑n

l=1

∑kl
i=1

Cli (Rli ) +
∑m

j=1
Cj(Rj)

Subject to
∑n

l=1

∑kl

i=1
Tli +

∑m
j=1

Tj ≤ T and Tli , Tj ≥ 0
The total testing-resource to be allocated is T

Based on the above two equations, the reliability of

this parallel-series modular software system is calculated as

following equation:

R(x|T ) =
n∏

l=1

(1 −

kl∏

i=1

[1 − Rli(x|Tli)])
m∏

j=1

Rj(x|Tj) (3)

The (1−
∏kl

i=1
[1−Rli(x|Tli)] is the reliability function of the

lth parallel groups. There are n groups of parallel modules,

So the total reliability of these n groups of parallel modules

are
∏n

l=1
(1−

∏kl

i=1
[1−Rli(x|Tli)]) and

∏m

j=1
Rj(x|Tj) presents

the total reliability of the m series modules.

The cost function for individual module which we will

adopt has been explained in [24]:

Ci(Ri) = Hi × eBiRi−Di (4)

The Hi, Bi and Di are constants associated with the modu-

lar i. [24] has told us that the cost is exponentially increasing

to the improved reliability of the single model.

The corresponding cost of the parallel-series modular

software system will be

C(Rli , Rj) =
n∑

l=1

kl∑

i=1

Cli(Rli) +
m∑

j=1

Cj(Rj) (5)

III. SOLVE THE TESTING-RESOURCE ALLOCATION

PROBLEMS WITH MOEAS

A. Formulating TRAP as Multi-objective Optimization Prob-

lems

Based on the above equations in section 2.1, we can easily

calculate the reliability and cost of a parallel-series modular

system. We allocate testing-resource for the sake of getting

an allocation of testing resource in an interval corresponding

to highest reliability and lowest cost of a software system.

However, Eqs. (1-5) denotes that the cost and reliability

increase exponentially to the testing resource allocated to the

system, i.e., getting a higher reliability means we need to pay

more cost. Hence, we can consider the reliability and cost

as two objectives and formulate a two-objective problem in

Table II. Then we can use MOEAs to get a set of solutions

which are non-dominated with one another.

From Table II, it can be observed that, as a two-objective

problem, maximizing the reliability and minimizing the cost

2008 IEEE Congress on Evolutionary Computation (CEC 2008) 1149



TABLE III

PROBLEM.2:THE TESTING-RESOURCE ALLOCATION PROBLEM WITH

THREE OBJECTIVES

(1) Maximize

R(x|T ) =
∏n

l=1
(1 −

∏kl
i=1

[1 − Rli (x|Tli )])
∏m

j=1
Rj(x|Tj)

(2)Minimize

C(Rli , Rj) =
∑n

l=1

∑kl
i=1

Cli (Rli ) +
∑m

j=1
Cj(Rj)

(3)Minimize

Tc =
∑n

l=1

∑kl

i=1
Tli +

∑m
j=1

Tj

Subject to
∑n

l=1

∑kl

i=1
Tli +

∑m
j=1

Tj ≤ T and Tli , Tj ≥ 0
The total testing-resource to be allocated is T

of a software system are two purposes. Also we can find this

problem has bound constraint of the testing-resource (in this

paper means the testing time T).

Despite of the increase of the size and complexity of

the software systems, the cycle of a software development

process has become shorter and shorter and the testing time

which can be allocated to the software system in the testing

phase has been become insufficient day by day. So designers

want to save the testing time eagerly, and lower reliability can

sometimes be acceptable. So we consider the total testing-

resource expenditure as a new target, and the three-objective

problem can be formulated in Table III.

This problem is also a constrained multi-objective problem

and has a bound constraint for the testing time. The designers

can get a choice based on the testing time from the non-

dominated solutions.

B. Evolutionary Multi-objective Optimization Approaches to

TRAP

Given the two multi-objective formulations, it is obviously

that MOEAs are promising approaches to the TRAP. In this

work, we suggest using NSGA2 and MODE as the specific

problem solver. Proposed by Deb et al. [18], NSGA2 is one

of the most famous MOEAs and has been extensively used

in various real-world problems. MODE [20] is a recently

proposed approach and show some advantages over NSGA2

in some aspects. Due to space constraints, the details of

NSGA2 and MODE may not be described in this paper,

interested readers are referred to the original publications.

In the next subsection, we briefly describe some issues

regarding the application of MOEAs to the TRAP.

C. Two Implementation Details

When using MOEAs to solve the TRAPs, two particular

issues need to be addressed, i.e., how to code and generate

solutions

1) The Coding Scheme: In modular software systems, the

total testing resource comprises testing resource consumed

in every module. The testing resource of the parallel-series

modular software system in this paper is the total testing time

T. Thus, we can construct a chromosome using a list of time

every modular consumes. The sum of the elements in the list

is T. In other words, for a system with n modules, we have:

TABLE IV

REPAIR THE INFEASIBLE OFFSPRING a′

Assume a′ is re-assigned to a new chromosome a′′.
First we calculate the sum of elements in a′:total = sum(a′).
For problem.1, the a′′ is:
a′′=(t′′

1
, t′′

2
, ...t′′n) = ((t′

1
× T/total), (t′

2
× T/total), ...(t′n × T/total)).

For problem.2, the a′′ is:
a′′=(t′′

1
, t′′

2
, ...t′′n) = ((t′

1
× T × rand(1)/total),

(t′
2
× T × rand(1)/total), ...(t′n × T × rand(1)/total)).

p = (t1, t2, ...., tn)
Subject to sum(ti) = T

2) A Repairing Operator: Assume there is a chromosome

a = (t1, t2, ..., tn), after the crossover between a and another

chromosome b or mutation on a, there will be a new

chromosome a′ = (t′
1
, t′

2
...t′

n
). If the sum of elements in

a′ exceeds the pre-defined total resource T , the a′ is an

infeasible solution and will be repaired. In this work, we

repair the infeasible solution following the method presented

in Table IV.

IV. COMPARE THE MOEAS WITH OTHER ALGORITHMS

ON TWO PARALLEL-SERIES SOFTWARE SYSTEM MODELS

In this section, we experimentally compare our multi-

objective approaches with traditional single-objective ap-

proaches on two examples. Three state-of-the-art single-

objective methods are chosen for comparison. The first

algorithm is devised by Dai and Xie [25], and denoted as

D-M algorithm. The second is proposed by Yang and Xie

[23], denoted as Y-X algorithm. The last method is devised

by Tom and Murthy [26] and denoted as T-M algorithm.

In the case study, we adopt a simple software model with

only two modules and a complex model with eight modules.

In the literature, the D-M and T-M algorithms have been

applied to the simple and complex models, respectively.

And the Y-M algorithm has been applied to both. For the

sake of a fair comparison, we adopt the same structure and

parameter settings of the two models as in [25]. To be

specific, the structures of the simple model and the complex

model are demonstrated in Fig.2 and Fig.3, respectively.

Parameter settings of the systems are given in Tables V and

VI, respectively. When considering the total testing resource

as the third objective, the maximal total testing resource is

also required to be pre-defined. Since this objective has never

been considered as an objective in the literature, we assume

that 10 persons are prepared to test this simple model, and

23 persons for complex model. The deadline of testing time

for every person from now on is 1000 hours. Thus, the total

testing time is calculated by 10 × 1000 = 10000 hours for

simple model and 23 × 1000 = 23000 for complex model.

A. Results of The Simple Model

1) Parameter Settings: When we use NSGA2 to solve

TRAP on this simple model, the parameters of NSGA2 are
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Fig. 2. The structure of a two-unit parallel modular software system

Fig. 3. The structure of the complex modular software system

assigned as follow: crossover probability: 0.9; mutation prob-

ability: 0.1; the terminate generations: 200. The population

size is assigned as 200 for problem.1 and 1000 for problem.2.

For MODE, parameter valued as: scaling factor F=0.3;

crossover probability CR =0.3. The population size is same

as the enactment of NSGA2.

When comparing MOEAs with D-X algorithm which

combine the reliability and cost to a single objective with

the sensitivity weight K1 and K2, the K1 is set as 1.1 and

K2 as 0.3.

2) Results on Problem.1: The NSGA2, MODE, D-X, Y-

X are adopted to solve this problem, the results of the above

algorithms are shown in Fig.4.

From Fig.4, we can find that NSGA2 and MODE get a set

of solutions which are non-dominated by each other. Thus as

designers of software systems, we can choose a solution with

respect to the reliability and cost easily from the pareto-front

TABLE V

THE VALUES OF THE PARAMETERS FOR SIMPLE MODEL

Modular1 Modular2

ai 249.22 199.48

bi(10
−4/h) 5.9464 5.8379

Hi 5.05 4.95
Bi 6 6.3
Di 5 5.1

TABLE VI

THE PARAMETERS OF COMPLEX MODEL

Modules ai bi Hi Bi Di

1 210 0.00051 3.493 6.011 4.97
2 199 0.00059 3.503 6.12 4.93
3 453 0.00048 3.498 6.012 4.955
4 345 0.00058 3.498 6.001 4.997
5 258 0.00063 3.499 6.002 4.995
6 221 0.00074 3.5015 6.15 4.97
7 33.99 0.00597 3.495 6.01 4.98
8 32.32 0.00593 3.500 6.005 4.01
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Fig. 4. The results for problem.1 on simple model

TABLE VII

COMPARE MOEAS WITH Y-X AND D-X ALGORITHM

Cost factor Algorithm T1∗ T2∗ Reliability Cost(units)

Consider NSGA2 9402.37 597.63 0.8953 7.354
Consider MODE 9403.49 596.51 0.8953 7.355
consider D-X 9404.34 595.66 0.8953 7.356

Consider NSGA2 0 10000 0.9344 10.903
Consider MODE 0 10000 0.9344 10.903
Without Y-X 0 10000 0.9344 10.903

of NSGA2 and MODE.

It might be interesting to check whether the results

achieved by D-X and Y-X algorithms really lie on the

pareto front of the problem, So we ran MOEAs for 30

times and calculate the mean value of the results. Then,

the solutions corresponding to the same reliability achieved

by D-X (0.8953) and Y-X (0.9344) are picked out and

presented in TABLE VII, respectively. From TABLE VII,

we can observe that MOEAs manage to provide almost the

same solutions as the compared single-objective approaches,

while they also provide many other candidate solutions to

the decision maker.

In this work, the NSGA2 and MODE can get the highest

reliability with the T1∗ = 0 and T2∗ = 10000 every time, so

the mean value of these results is also T1∗ = 0 and T2∗ =
10000 when comparing with Y-X algorithm.

3) Results on Problem.2: For this problem, we consider

the total testing resource expenditure as the third objective. Y-

X algorithm and D-X algorithm set the total testing resource

as constant, hence they can not be used to solve problem.2.

However we can draw the results of Y-X and D-X algorithms

with the solutions of NSGA2 and MODE when the total

testing resource is set to be 10000 hours. The results are

presented in Fig.5.

From Fig.5, we can find that the solutions obtained by

D-X and Y-X still approximately lie on the pareto front

obtained by MODE. That means MODE still manage to
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Fig. 5. The results for problem.2 on simple model

provide a set of good solutions in this scenario. The results

obtained by NSGA2 are different. NSGA2 offer us a set of

solutions with a shape of curve, i.e., there is a unique value

of reliability and cost corresponding to a fixed value T. As

we know, there should be a set of choices with a fixed T,

as can be observed on MODE. There might be two reasons

for NSGA2 not providing a set of appropriate solutions :

a):Too close relation between the reliability and testing-time

consumed.

b):Too early strong convergence to the pareto-front.

When MODE is utilized, the problem b does not exist and

the DE strategy can indicate us to get a good spread of the

non-dominated solutions.

B. Results of The Complex Model

1) Parameter Settings: The parameter settings for ap-

proaches on this complex model are same as the above

settings on the simple model, expect for the population size

is assigned as 3000 for problem.2.

2) Results on Problem.1: Y-X algorithm cannot work on

this model, So we use T-M algorithm which consider this

system as a distributed computing system [26]. The results

of the approaches on problem.1 are shown in Fig.6.

To quantitavely compare MOEAs, D-X and T-M algo-

rithms, we adopt the same procedure as in the previous

subsection. To be specific, we averaged the results of MOEAs

over 30 runs, picked out the ones with the same reliability

value as D-X and T-M, and present them in TABLE VIII.

Again, it can be observed that the MOEAs are able to find

the pareto optimial solutions, including those obtained via

single-objective methods.

Table XIII tells us that NSGA2 and MODE get better so-

lutions than the D-X algorithm. MODE outperforms NSGA2

when getting the highest reliability.
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Fig. 6. the results for problem.1 on complex model

TABLE VIII

COMPARE MOEAS WITH Y-X AND T-M ALGORITHM ON SIMPLE MODEL

Alogrithm Reliability Cost(units)

NSGA2 0.895725 49.46
MODE 0.894875 49.33
D-X 0.89 49.65

NSGA2 0.9055 51.88
MODE 0.9118 52.04
T-M 0.91 52.64

3) Results on Problem.2: The T-M algorithm and D-X

algorithm also set the total testing resource as constant,

so they cannot be used to solve problem.2. However we

can draw the results of T-M and D-X algorithms with the

solutions of MOEAs when the total testing resource is set

to be 23000. Solutions of above algorithms are shown in the

following Fig.7.

From Fig.7, we can see that a fixed value of testing-

resource consumed denoted as Ti corresponds to a set of

solutions which comprise a range of reliability and cost. So

as designers of software systems, we can get lots of choices

in specified reliability interval with lower testing-resource

expenditure.

V. CONCLUSION

In this paper, we first formulate two multi-objective

testing-resource allocation problems on parallel-series mod-

ular software system, and try a new attempt to use MOEAs

(NSGA2 and MODE) to solve these two problems. Two

main observations can be made by comparing MOEAs to

state-of-the-art single-objective algorithms. First, the MOEAs

provide the best results that has been obtained with single-

objective approaches, while MOEAs also offer the designers

of software systems a set of appropriate choices. Second,

our approach can even handle the scenario where the total

testing resource expenditure is involved as the third objective.

In this way, we manage to obtain solutions with acceptable
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Fig. 7. The results for problem.2 on complex model

reliability, cost and total time expenditure, which might be

of more help to designers and conners of software systems.

To summarize, MOEAs are more applicable and successful

than the single-objective algorithms.

Although we focus on the parallel-series software systems

in this paper, we believe that the general idea are presented

here is also applicable to many other modular systems such

as star structure, circular structure, etc. we will investigate

these issues in our future work.
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