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Among the tasks in software testing, test data generation is particularly difficult and costly. In recent years, several approaches that use metaheuristic search techniques to automatically obtain the test inputs have been proposed. Although work in this field is very active, little attention has been paid to the selection of an appropriate search space. The present work describes an alternative to this issue. More precisely, two approaches which employ an Estimation of Distribution Algorithm as the metaheuristic technique are explained. In both cases, different regions are considered in the search for the test inputs. Moreover, to depart from a region near to the one containing the optimum, the definition of the initial search space incorporates static information extracted from the source code of the software under test. If this information is not enough to complete the definition, then a grid search method is used. According to the results of the experiments conducted, it is concluded that this is a promising option that can be used to enhance the test data generation process.
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1. INTRODUCTION

Testing is the means used in practice to verify the correctness of software produced. Considering the crucial role of software nowadays, it is not difficult to imagine the significance of testing. In fact, this phase from the software’s life cycle usually accounts for 50% of project resources (Beizer 1990; Sommerville 2001). A huge amount of these resources is dedicated to the generation of the input cases to be applied to the program tested. This task is not trivial, as input cases must conform to the test type and its requirements. Because most organizations perform this step manually, the automatic generation of test data is worthwhile and has turned into one of the most challenging problems in the area.

Test case generation approaches may be classified as either statistical, functional or structural testing methods. Statistical testing samples the input domain according to a probability distribution that is obtained from the program’s operational profile. Due to its simplicity, a common approach is to automatically generate test cases simulating a uniform distribution (Duran and Ntafos 1984). On the other hand, functional testing is based on the program specification. More precisely, inputs are generated taking the functional properties of the program into account, and its automatization demands a formal specification. As an example, in Burton (2000), a framework oriented to a popular specification language named Z was described.

Structural testing is based on the internal structure of the program. The source code reveals control or data flow entities such as the branches that the flow of control can take from a conditional statement or the different possible usages of a variable. According to these entities, several adequacy criteria are defined. For instance, branch coverage is a classical criterion stating that every program branch must be exercised. Other typical criteria are passing through every code statement (statement coverage), exercising every sequence of branches from the program input to its output (path coverage), or covering all the definition-usage pairs for each variable (all-defs coverage). Thus, a structural test data generator tries...
to fulfill an adequacy criterion by producing the appropriate inputs. To know the level of completion attained by the generator, a coverage measurement indicates the percentage of entities exercised by a set of test cases for a given criterion. It should be marked that, in practice, coverage measurements and structural criteria may also be used by methods from other testing strategies and vice versa.

The two most common strategies to deal with the automation of structural testing are static and dynamic test data generation.

The main feature of the static strategy is that program execution is not required, because test cases are obtained through a static analysis of the source code. Most of the initial approaches were based on a technique named symbolic execution. This technique consists of choosing an entity from the program structure, and assigning a system of inequalities in terms of the input parameters. The system is built by substituting variables affecting the entity with symbolic values while respecting the constraints associated with the conditions in the code. A solution to the system is an input exercising the selected entity. In Demillo and Offut (1993), a work using this method can be consulted.

On the other hand, dynamic approaches execute the program to generate the test inputs. More precisely, an instrumented version of the program is constructed, that is, the source code is expanded with probe instructions that will extract information concerning the execution of an input. The information collected is used to guide the search for the test case exercising the desired entity. In Korel (1990), the obtained information determined a function value assigned to each input. The objective was to find an input minimizing its function value, which only occurred when reaching the target entity.

In recent years, a number of approaches under the name of Search Based Software Test Data Generation (SBSTDG) has been developed, offering interesting results (McMinn 2004). The aim of SBSTDG is to seek test cases employing metaheuristic search techniques during the process. In other words, during the test data generation, an optimization problem is formulated. This problem is solved through the above mentioned metaheuristic algorithms.

It is common to select an objective entity and search for an input covering it. Obviously, this search is then carried out by means of a metaheuristic, e.g., Genetic Algorithms (McGraw, Michael, and Schatz 2001). In consequence, the domain of each input parameter becomes an important matter, because it defines the space where the search is performed. In fact, the space defined by the inputs and the objective function is often large and complex, making the coverage of an entity a difficult task. Most of the SBSTDG works dealing with this issue to date have concentrated on the optimization technique and the objective function. However, little attention has been paid to the selection of an appropriate search space. This is an interesting question, as focusing the search on a promising region could simplify the problem. On the other hand, if an adequate region is not chosen, an optimal solution (an input covering the entity) may not even exist.

In the context of Evolutionary Computation, this matter can be tackled by Self-Adaptive Representation methods. These methods may be classified as a form of parameter control (Eiben, Hinterding, and Michalewicz 1999) that, according to the behavior of the execution, dynamically transforms an individual’s representation and, thus, the search space. Although it depends on the method, generally, the purpose of the transformation is to direct the search toward the most promising region found so far and avoid getting stuck in local optima (Whitley, Mathias, and Fitzforn 1991).

The present work describes an alternative to the search space selection issue in test data generation. The two major concepts which support this alternative are the use of a priori knowledge on the problem instance to choose a search region, and modifying this region through the solution’s representation. More precisely, these concepts are applied to a SBSTDG approach for branch coverage of C/C++ programs. Initially, the metaheuristic seeks for in
a region chosen from the whole feasible search space. To select a promising region, its
definition is based on static information extracted from the program’s source code. In case this
information is not useful to the definition, then a grid search method is applied. Additionally,
during the process, the size of the region is increasingly widened. This way, if the objective
entity is not exercised, a new search is performed on a larger region. This enlargement is
applied to the approach from two points of view, giving rise to two algorithms. In both
algorithms, the metaheuristic technique employed to deal with the optimization problem is
an Estimation of Distribution Algorithm (EDA) (Larrañaga and Lozano 2002; Lozano et al.
2006).

EDAs are a set of Evolutionary Algorithms which, instead of creating new individuals
through the classical recombination operators, estimate the probability distribution associated
with the selected individuals and sample this distribution to create the next population. This
technique has already been applied to the test data generation problem with great success
(Sagarna and Lozano 2005). Therefore, it constitutes an adequate benchmark for comparison
with the proposed option.

Several experiments were conducted to know whether the algorithms exposed here may
help to enhance the test case generation process. Performance of both alternatives is evaluated
and compared with each other. Moreover, the results face those obtained with EDAs, and
interesting conclusions are obtained about the effect of search space size on the behavior of
the test data generator.

The remaining sections are organized as follows. First, EDAs are briefly introduced,
though a little more attention is paid to the one used in the experiments: the TREE algo-

2. INTRODUCTION TO ESTIMATION OF DISTRIBUTION ALGORITHMS

The term Estimation of Distribution Algorithm (EDA) (Mühlenbein and Paß 1996;
Larrañaga and Lozano 2002; Pelikan, Goldberg, and Lobo 2002) alludes to a family of Evo-
lutionary Algorithms which represents an alternative to the classical optimization methods
in the area. Algorithmically, a Genetic Algorithm and an EDA only differ in the procedure
to generate new individuals. Instead of using the typical breeding operators, EDAs perform
this task by sampling a probability distribution previously built from the set of selected indi-
viduals. Indeed, this distribution is responsible for one of the main characteristics of these
algorithms, that is, the explicit description of the relationships between the problem variables.

2.1. Abstract EDA

To simplify the discussion, only discrete domains are considered in the following. For
a more extended description, including continuous domains, refer to Larrañaga and Lozano
(2002).

Given an n-dimensional random variable \(X = (X_1, X_2, \ldots, X_n)\) and a possible instantiation \(x = (x_1, x_2, \ldots, x_n)\), the joint probability distribution of \(X\) will be denoted by \(p(x) = p(X = x)\). In the case of two unidimensional random variables \(X_i, X_j\) and their respective possible values \(x_i, x_j\), the conditional probability of \(X_i\) given \(X_j = x_j\) will be represented as \(p(x_i | x_j) = p(X_i = x_i | X_j = x_j)\). In the context of Evolutionary Algorithms, an individual of length \(n\) can be considered an instantiation \(x = (x_1, x_2, \ldots, x_n)\) of \(X = (X_1, X_2, \ldots, X_n)\).
Let the population of the \(l\)th generation be \(D_l\). The individuals selected \(D_{l-1}^{se}\) constitute a data set of \(N\) cases of \(X = (X_1, X_2, \ldots, X_n)\). EDAs estimate \(p(x)\) from \(D_{l-1}^{se}\), therefore, the joint probability distribution of the \(l\)th generation will be represented by \(p_l(x) = p(x | D_{l-1}^{se})\). New individuals are then obtained sampling \(p_l(x)\). A pseudocode for the abstract EDA is presented in Figure 1.

The key point of EDAs is how the probability distribution is estimated at each generation. The computation of all the parameters of \(p_l(x)\) is unviable because they are, at least, \(2^n - 1\) (the case of binary variables). Thus, it is factorized according to a probability model that, in some cases, limits the possible dependencies among the variables \(X_1, X_2, \ldots, X_n\). This leads to several approximations assuming different levels of complexity in their models. The alternatives range from those where the variables are mutually independent to those with no restrictions on variable interdependencies. The most restrictive models avoid the induction of probability distributions with dependencies. However, they allow for a fast and easy estimation that may convert them into a suitable possibility to solve a problem. On the other hand, the least restrictive models are able to show all the dependencies between the variables in a problem even though their computational cost is expensive and, in some cases, can result in an impractical choice.

### 2.2. EDA Instances

The problem of model induction has been tackled by separate scientific fields, such as statistical physics or probabilistic reasoning. EDAs benefit from this knowledge through interdisciplinary research. Taking probabilistic model complexity into account, they may be classified as univariate, bivariate and multivariate.

Univariate EDAs assume that the \(n\)-dimensional joint probability distribution is decomposed as a product of \(n\) univariate probability distributions, that is:

\[
p_l(x) = \prod_{i=1}^{n} p_l(x_i).
\]

For example, the Univariate Marginal Distribution Algorithm (Mühlenbein 1998) is an instance belonging to this category, which estimates \(p_l(x_i)\) as the relative frequencies of \(x_i\) in data set \(D_{l-1}^{se}\).

A weakness of this kind of EDAs arises if dependencies between the problem variables exist because, obviously, the factorization of \(p_l(x)\) cannot represent them. To a certain extent, this drawback is overcome by bivariate EDAs. These approximations make use of second
order statistics to estimate the probability distribution. Hence, apart from the probability values, a structure that reflects the dependencies among the variables must be given. The factorization carried out by the models in this category can be expressed as follows:

$$p_l(x) = \prod_{i=1}^n p_l(x_i | x_{j(i)}),$$

where $X_{j(i)}$ is the variable, if any, on which $X_i$ depends.

Bivariate EDAs restrict to order one dependencies. However, with the models from multivariate EDAs, it is possible to express all the variable interdependencies existing in a problem. In this last category, the probability distribution is estimated by means of probabilistic graphical models (Castillo, Gutiérrez, and Hadi 1997), which use a graph to represent the detected dependencies between the variables. Thus, the factorization associated with this type of EDAs is as follows:

$$p_l(x) = \prod_{i=1}^n p_l(x_i | p_a_i),$$

where $p_a_i$ are the instantiations of $P_a_i$, the set of variables on which $X_i$ depends.

In the Estimation of Bayesian Network Algorithm (EBNA) (Larrañaga et al. 2000), the factorization of the joint probability distribution is given by a Bayesian network learned from $D_{S-1}$. A Bayesian network is a pair $(S, \theta)$ where $S$ is a directed acyclic graph representing the (in)dependencies between the variables and $\theta$ is the set of conditional probability values needed to define the joint probability distribution. The method used to learn $S$ leads to different EBNA instantiations, e.g., EBNA_{BIC}.

2.2.1. TREE. A bivariate EDA is TREE (Larrañaga and Lozano 2002), the algorithm used for the experiments conducted to evaluate the approach in this paper.

TREE refers to an adaptation of the Combining Optimizers with Mutual Information Trees (COMIT) algorithm (Baluja and Davies 1997).

In COMIT, $p_l(x)$ is estimated through the Maximum Weight Spanning Tree algorithm (Chow and Liu 1968). The objective of Chow and Liu was to find the first order dependence probability distribution $p'(x) = \prod_{i=1}^n p(x_i | x_{j(i)})$ which best approximates $p(x)$. As a discrepancy measure, the Kullback-Leibler cross-entropy from $p'$ to $p$ ($KL(p | p')$) was chosen (Kullback and Leibler 1951). More precisely, the authors decomposed $KL(p | p')$ as follows:

$$KL(p | p') = -\sum_{i=1}^n I(X_i, X_{j(i)}) + \sum_{i=1}^n H(X_i) - H(X),$$

where $I(X_i, X_{j(i)})$ is the mutual information measure between $X_i$ and $X_{j(i)}$, and $H(X_i)$ and $H(X)$ denote the entropy of $p$ with regard to $X_i$ and $X$, respectively. Because the values of $H(X)$ and $H(X_i)$ for all $i$ are not influenced by the dependencies in $p'$, minimizing $KL(p | p')$ is equivalent to maximizing $\sum_{i=1}^n I(X_i, X_{j(i)})$. To obtain the best approximation, the algorithm considers the set of tree structures where each edge is weighted with the mutual information between the variables involved. Then, they propose a simple method to obtain the structure with the maximum sum of weights, which is the structure of the $p'$ minimizing $KL(p | p')$.

Once an estimation of $p_l(x)$ is obtained, COMIT samples a number of individuals from $p_l(x)$ and selects the best as the initial solutions of a local search. The resulting individuals are then used to create a new population. In TREE, this local search step is eliminated and, thus, the next population is obtained directly from $p_l(x)$. 
3. SEARCH BASED SOFTWARE TEST DATA GENERATION

Search Based Software Test Data Generation (SBSTDG) is an emerging field which refers to the selection of software test cases making use of metaheuristic search techniques. A number of approaches have been already proposed for different testing types, e.g., functional testing (Tracey 2000). However, the present work deals with branch coverage, thus these other approaches are out of the scope of this paper and, in the following, only structural testing is discussed. A well-crafted and extensive review of SBSTDG can be consulted in McMinn (2004).

3.1. The General Scheme

Most of the works developed for structural testing to date are based on a dynamic test data generation strategy. Moreover, a huge amount of these works consist of choosing the entities to be exercised and, then, searching for the inputs covering them via a metaheuristic. Thus, it is common to more or less follow the general scheme in Figure 2. This scheme is an iterative two-step process where, firstly, a previously identified structural entity is selected (a branch, for instance) and marked as an objective. In the second step, the objective entity is assigned a function dependent on the program input, and its optimization is sought. This objective function is formulated in such a way that, if an executed input exercises the objective, the value is optimum. Otherwise, the value is proportional to how close the input is to the objective coverage. Consequently, to obtain the function value of an input it must be previously executed on an instrumented version of the program which will provide the information necessary.

This way, the test case generation is tackled as the resolution of a number of function optimization problems, one for each objective entity.

Despite the different selection options, the most common practice is to determine the objective entity with the help of a graph that reflects the structural characteristics of the program. In the case of branch coverage, a control flow graph (Fenton 1985) is typically employed. In such a graph, each vertex represents a basic block in the code, i.e., a maximal sequence of code statements such that if one is executed, then all of them are. There is an arc \((x, y)\) if the control of the program can be transferred from block \(x\) to \(y\) without crossing any other block. Hence, in this kind of graph, a program branch is defined by every vertex \(x\) with outdegree\((x)\) > 1.

The next step of the scheme in Figure 2 tackles an optimization problem. Formally, given the search space \(\Omega\) formed by the program inputs and a function \(h : \Omega \rightarrow \mathbb{IR}\), find \(x^* \in \Omega\) such that \(h(x^*) \leq h(x) \ \forall x \in \Omega\).

For branch coverage, a classical strategy to create the objective function is the following. Given an objective branch \(b\) and an expression \(A \ \text{OP} \ B\) of the conditional statement \COND\ associated with \(b\) in the code, with \OP\ denoting a comparison operator, the value for an input \(x\) is determined by:

\[
\text{Repeat until stopping criterion met}
\]
\[
E \leftarrow \text{Select objective entity to exercise}
\]
\[
\text{Obtain input optimizing function for } E
\]

**Figure 2.** General scheme for test case generation.
\[
    h(x) = \begin{cases} 
        M & \text{if } \text{COND} \text{ not reached} \\
        d(A_x, B_x) + K & \text{if } \text{COND} \text{ reached and } b \text{ not attained} \\
        0 & \text{otherwise}
    \end{cases}
\]

where \(M\) is the largest computable value, \(A_x\) and \(B_x\) are appropriate representations of the values taken by \(A\) and \(B\) in the execution, \(d\) is a distance measurement, and \(K > 0\) is a previously defined constant. Typically, if \(A\) and \(B\) are numerical, then \(A_x\) and \(B_x\) are their values and \(d(A_x, B_x) = |A_x - B_x|\). In the case of more complex data types, a binary representation of the values for \(A\) and \(B\) can be obtained and, for instance, let \(d(A_x, B_x)\) be the Hamming distance (Sthamer 1996).

In case \(\text{COND}\) involves a compound expression, the overall objective function is constructed from the partial functions for each subexpression. Given two subexpressions \(C_1\) and \(C_2\) with their respective functions \(h_1\) and \(h_2\), and an input \(x\), the value for the logical expression \(C_1 \lor C_2\) is \(\min\{h_1(x), h_2(x)\}\), the logical expression \(C_1 \land C_2\) is calculated as \(h_1(x) + h_2(x)\), and for \(\neg C_1\) the value is known by propagating the negation inside \(C_1\). By applying the associative and commutative properties to different logical expressions, the overall value for \(h\) is obtained.

### 3.2. Improving the Objective Function

The previous type of objective function suffers from well-known drawbacks, some of which have no clear solution yet. For example, if the comparison operator in the conditional expression is \(\neq\), the function only takes three values and becomes plateau shaped. To solve this flaw, several possibilities based on code transformations are described in Harman et al. (2002b) and Baresel and Sthamer (2003). In Bottaci (2003), other weaknesses are identified and a number of alternatives are proposed to overcome them.

To a certain extent, these limitations may be alleviated with the objective function presented in Wegener, Baresel, and Sthamer (2001). In addition to the distance in the conditional statement \(\text{COND}\) of the objective branch, a condition distance is used for the inputs not reaching \(\text{COND}\). This distance considers the path in the control flow graph taken by an input during execution. The value is calculated in terms of the number of branching vertices straying from the subpath between \(\text{COND}\) and its nearest vertex in the execution path. Therefore, the function in equation (1) is extended, maintaining the notation, as follows:

\[
    h(x) = \begin{cases} 
        d_c(v_c, v_n) & \text{if } \text{COND} \text{ not reached} \\
        \frac{d(A_x, B_x) + K}{L + (d(A_x, B_x) + K)} & \text{if } \text{COND} \text{ reached and } b \text{ not attained} \\
        0 & \text{otherwise}
    \end{cases}
\]

where \(v_c\) is the vertex in the control flow graph representing \(\text{COND}\), \(v_n\) is the nearest vertex to \(\text{COND}\) in the path followed by \(x\), \(d_c\) is the condition distance, and \(L > 0\) is a previously defined constant. Notice that \(L\) is employed to ensure that the function value when \(\text{COND}\) is not reached surpasses the value when \(\text{COND}\) is reached but \(b\) is not attained.

In this manner, if an input was unable to reach the condition, instead of assigning it the worst value (\(M\)), the proximity to the condition is taken into account and the objective function is smoothed with regard to equation (1).

### 3.3. Applied Metaheuristics and Extensions

Apropos the metaheuristic employed to solve the optimization problem, the most prevalent choice has been the Genetic Algorithm. This technique was applied for branch coverage
in Sthamer (1996) and Wegener et al. (2001). The former compared binary and gray coded representations for the program inputs. However, no clear conclusion could be drawn as to which of them was superior. In the latter work, excellent coverage results were obtained with a parallel Genetic Algorithm using a function of the form of equation (2) to calculate the fitness of the individuals. In contrast, in the work by Pargas, Harrold, and Peck (1999), fitness is only the condition distance described above. Genetic Algorithms have also been chosen for other testing criteria like, for instance, path coverage (Lin and Yeh 2001) and condition/decision coverage (McGraw et al. 2001). Metaheuristics proposed in other works include Simulated Annealing (Tracey et al. 1998), Tabu Search (Díaz, Tuya, and Blanco 2003) and, more recently, EDAs (Sagarna and Lozano 2005); all tackling branch coverage with the classical objective function. In Sagarna and Lozano (2006), an emerging method known as Scatter Search was selected for the optimization step. Besides, a collaborative scheme between this method and EDAs was developed, offering promising results.

Although the metaheuristic technique deals with one optimization problem at a time, the real goal of test case generation is to solve a set of problems. Several approaches in the literature have taken this into consideration to improve the process. The alternative suggested by some works is to profit from the good solutions found by not only evaluating an input for the current objective entity, but also with regard to all the others. Each entity is assigned a set containing the best inputs so far which are used to seed the initial phase of the metaheuristic (Wegener et al. 2001; Sagarna and Lozano 2005). Similarly, in McGraw et al. (2001), the set of an entity is composed of the inputs just reaching the condition associated with the entity. Moreover, this type of strategy is employed for different testing criteria. For instance, the work by Bueno and Jino (2002) deals with path coverage, and a set of inputs exercising a selected path is sought at each step; thus, the initial population of a Genetic Algorithm is seeded with the closest sets of inputs to covering the path from those stored in a base pool. In contrast, in the approach for path coverage described in Hermadi and Ahmed (2003), a multiobjective optimization view is adopted. This system uses a Genetic Algorithm where an individual represents an input and the fitness value is obtained from a weighted sum of the proximities to the coverage of each path.

Indeed, it should be marked that there are other strategies for structural test data generation, aside from the one outlined in Figure 2. For example, in Smith and Fogarty (1996), a Genetic Algorithm is used once again. However, in this case, an individual corresponds to a set of test inputs, and the fitness is the coverage reached by the set after execution. This way, the problem of generating a set of test cases to fulfill an adequacy criterion is faced from a pure Evolutionary Computation view, where an individual represents a solution to the whole problem.

3.4. An Example of the General Scheme

To sum up, the preprocessing required to automate the generation of test data for branch coverage following the general scheme in Figure 2 should be noticed. Figure 3 illustrates this by showing an example program and the elements to be induced from it: the control flow graph and the instrumented program version. The reduced box on the right represents the information supplied by a hypothetical execution of the instrumented program.

The graph is used to select the next objective branch whose coverage will be pursued, for example, branch (2, 3). A Genetic Algorithm could be used in the optimization phase. Thus, an individual is a representation of the program input, i.e., three integers. If the inputs set strategy described above is applied, the initial population of the Genetic Algorithm could be seeded with the set associated to branch (2, 3).
Each input generated during the search is executed on the instrumented program version to elicit its objective function value. The instrumentation results shown in the reduced box of Figure 3 correspond to input (1, 20, 31). Each line of the box contains the traversed basic block (numbered as in the graph) and, if the previous block had a condition with an expression $A \text{ OP } B$, the value of $|A - B|$ in the execution. Using this information, the value of the condition distance ($d_c$) shown in equation (2) can be obtained. However, this is not necessary, as input (1, 20, 31) reaches the condition of branch (2, 3). Hence, according to equation (2) and taking $K = 1$ and $L = 1000$, $h(1, 20, 31) = \frac{276 + 1}{1000 + 276 + 1} = 0.2169$. Although the input is already evaluated for the Genetic Algorithm, the instrumentation results are used to calculate $h(1, 20, 31)$ with regard to the rest of the branches. This way, if (1, 20, 31) is a high-quality input, it is stored in the set of the corresponding branch.

Once the search finishes, a new round of the scheme in Figure 2 is performed until, for instance, every branch has been selected as an objective.

### 4. THE DYNAMIC SEARCH SPACE APPROACH TO SOFTWARE TEST DATA GENERATION

If a test data generation system deals with the problem as the process of solving a set of function optimizations, the search space becomes an important element. The present work describes an alternative which takes this into consideration in the context of a SBSTDG approach for branch coverage of C/C++ programs. More precisely, the region where the metaheuristic seeks for is initially defined with heuristic information obtained from the program’s source code. During the process, the size of the region is increasingly widened so
that, if the optimum was not found in the current space, a new search is performed in a larger one. Two ways of tackling this region expansion are proposed, giving rise to two algorithms.

4.1. Motivation

In a SBSTDG approach following the scheme in Figure 2, the coverage of a branch may result in a highly difficult task, as the space defined by the inputs and the objective function is usually large and complex.

Most of the efforts to address this issue have concentrated on the objective function and the optimization technique. Attempts on the former relate to the concepts in Section 3.2, while, on the other hand, a clear case concerning the techniques is the general confrontation of local with global optimization procedures.

Surprisingly, so far little attention has been paid to the selection of an appropriate search space. This is an interesting matter, as focusing the search on a promising region could simplify the problem, while making an inadequate choice an optimal solution may not even exist.

An alternative facing this question is suggested in Harman et al. (2002a). Here, a dependence analysis is applied to the variables in the source code to identify the input parameters that cannot affect the coverage of a given branch. This way, a number of problem variables can be eliminated and the search space, reduced.

The present paper describes two approaches for the search space selection issue that follow the same line. Both extend the method explained in Sagarna and Lozano (2005a), so this work is outlined next.

4.2. Basic Approach

The system developed by Sagarna and Lozano conforms to the general scheme in Figure 2. Each code branch is associated with three possible states: covered, treated but uncovered, or untreated. Initially, all the branches are in the untreated state. After tackling the optimization problem of a branch, if the optimum was reached, the branch is marked as covered. Otherwise, its state is marked as treated but uncovered.

The stopping criterion of the scheme is full coverage achievement (all branches in the covered state) or unsuccessful treatment of every unexercised objective branch (treated but uncovered state).

Additionally, the input sets strategy discussed in Section 3.3 is applied. That is, for each branch, a set with the best inputs found so far is kept at every moment during the process. The quality of an input set is taken as the average objective function value of the elements in the set. Thus, the objective selection step consists of choosing the branch with the highest quality set.

The optimization step seeks inputs covering the objective branch through an EDA. An individual in the EDA is a bit string representing an input and the initial population is composed of the inputs in the set of the branch.

Figure 4 illustrates a schema of the whole process. At each iteration, a branch, together with its set of best inputs, is selected as the objective, and its coverage is sought through an EDA.

In the EDA, each individual (input) is evaluated not only for the objective branch, but with regard to every other uncovered branch. This way, if the individual improves the quality of the set of the branch, then the worst input in the set is replaced by the one represented by the individual. In this case, the quality of the set has been increased, so it may result in
a promising population seed. Hence, if the branch had previously been treated, its state is marked as untreated and becomes a new candidate objective in the selection step.

4.3. The Self-Adaptive Approach

The Self-Adaptive alternative to test data generation exposed here consists of selecting an initial search space and modifying its size for each uncovered branch. The space of an objective branch is defined by the interval of values that each input parameter of a program can take. To be precise, for each branch and each parameter, a value is chosen to be the center of the interval, and a maximum increment over the center defines the amplitude. The process departs from a small range of values for each parameter and, as branches remain uncovered, the range is increasingly augmented. Centers of the intervals are fixed for the whole process, thus, to start seeking on a promising region, static heuristic information from the program is used to locate these points. In case this information is not useful to identify a center, a grid search method is applied.

Two approaches following this line have been developed. One of them adapts the size of the search space for all the uncovered branches at a time. In the other approach, each region enlargement involves a single objective branch.

Multiple Objective Adaptation (MOA). The idea behind this method can be clearly stated: to use the general scheme in Figure 2 over widening regions. This leads to the left-side algorithm in Figure 5. Therefore, the basic approach is applied initially with a reduced interval of values for an input parameter and, once it is finished, if uncovered branches exist,
Single Objective Adaptation (SOA). This alternative is similar to the basic approach except for the optimization step. Starting from a small search space, the EDA executes several times over increasingly augmented regions while the coverage of the objective branch is not attained. The right-hand side of Figures 5 and 6 represent the algorithm associated with this method and a schema of the process, respectively.

In the next pages, these two approaches are discussed in detail by first explaining the steps of their algorithms, and later, how the set of inputs is managed.

4.3.1. Algorithm Steps Description. The description applies to both MOA and SOA, because the same steps for each algorithm implement the same concepts.

4.3.1.1. Region Initialization—Step 1 (MOA, SOA). Each branch is assigned an initial search region which will have the smallest size. A reduced region allows for a fast search, although the chances of containing the global optimum may be few. Hence, to reach a high degree of efficiency, it is important to obtain an initial region that is near the optimal input.
Obviously, this is a difficult task, because the topology of the space should be known in advance (and no search would be required then).

Instead, it is possible to approximate the problem by using static heuristic information from the program's source code. Although different source code aspects could be regarded, in the present work, this information is obtained from the expression in the conditional statement corresponding to a branch. Assuming, with no loss of generality, that an input is composed of three parameters \((a, b, c)\), then, the center of the initial region may be elicited through the following two heuristic rules:

- If an expression follows the form \(F(a, b, c) \text{ OP } K\), where \(F\) is a known function of the input parameters, \(K\) is a constant and \(\text{OP}\) is a comparison operator, then the region is centered at point \((C_a, C_b, C_c)\) such that \(F(C_a, C_b, C_c) = K\).

- If an expression follows the form \(F(a, b, c) \text{ OP } F'(a, b, c)\), where \(F\) and \(F'\) are known functions of the input parameters, and \(\text{OP}\) is a comparison operator, then the region is centered at point \((C_a, C_b, C_c)\) such that \(F(C_a, C_b, C_c) = F'(C_a, C_b, C_c)\).

Notice that the above rules refer to specific types of expressions. Many possibilities exist for the form of functions \(F\) and \(F'\) in an expression. For instance, it could depend on a number of source code variables or it might include calls to other programs. These rules constitute a first approximation to the problem by restricting \(F\) and \(F'\) to depend only on the input parameters, e.g., \(F(a, b, c) = 7a + 25c\). Furthermore, each point \((C_a, C_b, C_c)\) was calculated manually for the experimental programs employed to evaluate the present work. To reach complete automation of this step, a numerical calculus tool could be employed, for example, Mathematica.\(^1\)

In case none of the above rules can be applied, the center of the initial region for a branch is obtained through a heuristic strategy based on the program’s dynamic information; to be exact, a grid search method is employed. For each input parameter, the complete range of values is partitioned into \(\tau\) intervals. The center of each of these intervals is taken as a reference value. Then, the inputs resulting from the combination of the reference values of all the parameters are evaluated with regard to the branch. The best input is selected as the center of the initial region. Notice that the granularity of the strategy may be tuned with the number of intervals \(\tau\), because the number of inputs generated is \(\tau^p\) for a program with \(p\) parameters. The idea behind a grid search is to explore a number of equally distant points from the whole search space. As \(\tau\) grows, the number of points being considered approaches the complete number of points and, hence, the quality of the solution found might increase. On the other hand, reaching a certain value of \(\tau\) may result in an unaviable number of points. As a consequence, \(\tau\) is regarded as a parameter of the approach. Figure 7 illustrates the strategy for the case of two parameters and \(\tau = 6\); among the \(6^2\) points, the one inside the circle represents the input hypothetically chosen as the center.

Once the center is obtained using whichever of the strategies above, the specification of the initial search region of the branch is completed by defining an amplitude. This is achieved by setting, for each input parameter, an increment over the center. These initial increments are given as parameters to the test data generation system.

Thus, in essence, there are two types of branches. On one hand, those with the region centered at a point obtained through static heuristic information and, on the other hand, the branches with the region center chosen by means of a grid search, i.e., using dynamic information.

---

\(^1\)Mathematica is a software package that solves equations symbolically. Web site: http://www.wolfram.com/mathematica/
4.3.1.2. Stopping Criteria—Steps 2 and 3 (MOA), Steps 2 and 4 (SOA). The stopping criterion at step 3, for MOA, and step 2, for SOA, refers to the general scheme (Figure 2). It is defined in the same way as in the basic approach, that is, full coverage achievement or unsuccessful treatment of every uncovered branch.

In contrast, the criterion in step 2, for MOA, and step 4, for SOA, alludes to the Self-Adaptive approach. Therefore, it states the point where the search space stops being enlarged. To obtain this point, a limit to the size of the region is given as a parameter to the system. Accordingly, in the case of MOA, the stopping criterion is to obtain full branch coverage or reach the size limit, while in SOA, the search stops when the objective branch is covered or the space attains its size limit.

4.3.1.3. Branch Selection—Step 4 (MOA), Step 3 (SOA). The objective branch is selected following the strategy of the basic approach. Hence, the branch with the highest quality set of inputs at the moment is chosen, that is, the branch with the highest average objective function value over the inputs in the set.

4.3.1.4. EDA—Step 5 (MOA, SOA). The EDA seeks the optimal input in a search region centered at a fixed point. Therefore, an individual is a bit string representing an increment on the center of the current region. To be precise, the individual consists of a bit substring for each input parameter. Each substring represents an increment on the center of the interval of the corresponding parameter.

In the evaluation, the increment represented by the individual is added to the center of the region, resulting in the input for the objective function. In the current implementation of the approach, three parameter types are considered: integers, reals, and characters. In the case of an integer, the bit substring represents the increment following a sign-magnitude codification. For real numbers, the IEEE floating point codification is used instead. In both cases, the input parameter value is obtained by summing the increment to the center. Finally, for a character type, a sign-magnitude codification is employed again in the substring. Then, the increment is summed to the center of the parameter, and the value obtained results in a
character, according to the ASCII code table. Similarly, for more complex parameter types, an appropriate transformation could be defined to obtain the input parameter value.

As in the basic approach, the input is evaluated with regard to all the other uncovered branches and the sets of best inputs are updated accordingly.

The length of the individuals may vary between different EDA executions and, in consequence, it is not advisable to keep the same parameter values for the whole process. This is overcome by making some of the parameters adaptive (Eiben et al. 1999).

A common practice in Evolutionary Algorithms is to fix the population size proportionally to the number of variables. For instance, in Mühlenbein and Mahnig (2001), several rules of thumb are suggested for a number of EDAs under specific conditions. In the present work, the population size is set at twice the length of the individual.

On the other hand, it would be desirable to halt the search when no improvement can be obtained. This is a relatively unexplored matter in the field of EDAs, although a few recent works are emerging (Ocenasek 2006). Here, a novel strategy has been developed. The problem is approximated by identifying the generation where the estimated probability distribution \( p_l(x) \) is similar to the empirical distribution of the selected individuals. Thus, the criterion adopted is to stop the EDA when the Kullback–Leibler cross-entropy from \( p_l(x) \) to \( p(x) \) falls below a value \( \alpha \) given as a parameter to the system.

4.3.1.5. **Region Enlargement—Step 6 (MOA, SOA).** The size of a search region is determined by the amplitude of the interval associated to each input parameter. In other words, this size is defined by a maximum increment on the center of the interval of each parameter. In the EDA, an increment for each parameter is represented as a substring of bits. Therefore, the number of bits in each substring specifies the size of the region.

The search region is enlarged by augmenting the amplitude of the interval associated with a chosen input parameter. A bit is added to the substring representing the next parameter in the order given by the input, from left to right.

4.3.2. **Management of the Set of Inputs.** The control of the set of inputs of each branch introduces disparities between the approaches which require a separate explanation.

4.3.2.1. **Operation in MOA.** In the MOA alternative, during the EDA execution, it is possible that an input being evaluated for a branch distinct from the objective falls outside the current search space. Therefore, when the branch is selected as the new objective and the EDA is to be initialized with the inputs in the set of the branch, some of these inputs might be out of the region.

Hence, instead of using only one set of inputs, two sets are associated with each branch. One of them keeps the best inputs inside the current search region—*inside set*—and the other one, those falling outside—*outside set*. This implies that, during the evaluation in the EDA, the input is stored in the required set and, this way, the initialization is directly performed from the inside set. More precisely, for each input in the set, the corresponding increment on the center is obtained (in its binary form) and added to the population.

To maintain the sets, before starting a new run of the general scheme (step 3), the inside set is updated with the inputs in the outside set which belong to the new region.

4.3.2.2. **Operation in SOA.** Regarding the SOA approach, each time the EDA executes the search region is different from the previous. In this situation no advantage is obtained with two sets, so just one containing all the inputs is used.

To initialize the EDA, firstly, the increments associated with the inputs in the set are calculated. Then, the increments inside the current region are included in the population. Those
falling outside are truncated to fit into the region and, then, are added to the population. A possible disadvantage of this strategy is that, as the population converges to similar individuals, if these are high quality solutions, they will be included in the set. Thus, initialization for the next region might cause a low diversity between individuals and result in a poor search. With the intention of alleviating this phenomenon, half of the EDA’s initial population is randomly generated.

Another problem in SOA concerns the retrieval of the initial search region for the EDA. If the objective branch is selected for the first time, the initial region is given by its center and the initial increment. However, it can so happen that, in the EDA evaluation, the input enters the set of a branch already treated and, therefore, makes this branch a candidate objective once again. Supposing that the branch is selected for a second time, the initial search region should not be taken as before, because the new inputs in the set could be in a larger space and, hence, would not be used to seed the population. The solution adopted here has been to obtain the initial region size of the smallest new input in the set.

4.4. An Execution Example

As an illustration of the approach, some steps of an hypothetical execution of MOA and SOA are explained next. The example of Figure 3 will be used once again. Hence, test cases are to be generated for a program where an input is composed of three integers \(a, b,\) and \(c\).

First of all, both algorithms require the assignment of an initial search region to each branch (step 1). Thus, for each branch and input parameter, an initial interval of values must be defined. This is attained by fixing the center of the interval and an increment on the center. Two strategies are proposed for the center elicitation: static information and dynamic information based. The branch represented by arc \((2, 3)\) in the graph is associated to condition \(\text{if}\left((b \times b) - (4 \times a \times c) < 0\right)\), so the static strategy is used. A point satisfying \(b^2 - 4ac = 0\) is chosen as the center, for instance, \((0, 0, 0)\). In contrast, the condition of branch \((7, 8)\) is \(\text{if}(a \times x \times x + b \times x + c) == 0\), so the grid search method must be employed. If an integer is codified with 15 bits in two's complement representation, the complete interval of values of each parameter is \([-32768, 32767]\). With \(\tau = 8, 8^3 = 512\) points are generated and evaluated. The best is \((4095, 4095, -20480)\), which is taken as the center of the region.

Once the center of each branch is fixed for \(a, b\) and \(c\), the initial region is obtained with an increment on each center. To keep the example simple, 5 bits are given to represent an increment for each input parameter, resulting in a maximum increment of \(\pm 31\). Thus, the initial region for branch \((2, 3)\) is \([-31, 31] \times [-31, 31] \times [-31, 31]\) and for branch \((7, 8)\) it is \([4064, 4126] \times [4064, 4126] \times [-20511, -20449]\).

4.4.1. MOA Example. MOA applies the basic approach (steps 3 to 5) over increasing search regions until a maximum size is achieved (step 2). Using a maximum of 10 bits to represent an increment for each input parameter, the maximum region for branch \((2, 3)\) is \([-1023, 1023] \times [-1023, 1023] \times [-1023, 1023]\) and for branch \((7, 8)\) it is \([3072, 5118] \times [3072, 5118] \times [-21503, -19457]\).

Now, assume that the size of the region in the current round is defined with 7 bits for \(a\) and \(b\), and 6 bits for \(c\). This implies that, in the previous region, 6 bits were used for \(b\).

Remember that two sets of inputs are associated to each branch: the inside set and the outside set. The selection strategy (step 4) chooses the branch with the highest quality inside set. If branch \((2, 3)\) was selected, the initial population of the EDA (step 5) is seeded with the inside set of this branch. In this particular case, an individual representing the increment \((98, -34, 15)\) would result in input \((98, -34, 15)\), as the region center is \((0, 0, 0)\). Aside
from calculating the objective function value of this input, it is also evaluated for the rest of the branches. For instance, evaluating the input for branch (7, 8) implies that its associated increment must be induced. Thus, input (98, −34, 15) results in increment (−3997, −4129, 20495) for branch (7, 8). To represent such an increment, 12 bits would be necessary for parameters \(a\) and \(b\), and 15 bits for \(c\), so it falls outside the current region. In consequence, the outside set is updated if its quality is improved with this input.

Once the basic approach finishes without covering all the branches, the current region is enlarged. In the previous region the interval of \(b\) was increased, so now \(c\) is augmented to 7 bits, resulting in a search region where \(a\), \(b\), and \(c\) represent an increment with 7 bits.

4.4.2. SOA Example. In SOA, the optimization phase is applied over increasing regions (steps 4 to 6). The rest of steps are those in the basic approach, so they are not illustrated here. Nowon, the following is assumed. Branch (2, 3) is selected as the objective and the current region of the optimization phase is defined with 7 bits for \(a\) and \(b\), and 6 bits for \(c\).

In this algorithm, only one set of inputs is maintained for each branch during the process. Half of the EDA’s initial population is randomly created and the other half is seeded from the inputs in the set. For instance, to seed the population with input (509, −11, 35), the increment associated to branch (2, 3) must be induced first. The result is increment (509, −11, 35). This increment falls outside the current region because 9 bits are needed to codify the 509. Therefore, the bit substring representing the 509 is truncated to 7 bits to fit in \(a\)’s interval. In contrast, an input (45, 117, −21) would result in the increment (45, 117, −21), which is inside the current region and is to enter directly in the initial population.

As in the basic approach, once the value of an input is obtained for branch (2, 3), it is evaluated for the remaining branches. If the quality of the set of the branch is improved, then the input enters the set.

After the EDA finishes, the current region is enlarged in the way described above for MOA.

5. PERFORMANCE EVALUATION

To observe the performance of the presented approaches, test cases were generated for a number of programs taken from the literature. The goal of the evaluation was threefold: analyzing the behavior of the approaches, comparing their results with those attained by other alternatives, and checking whether they constitute a solid alternative in the real world. Regarding the former goal, performance of each algorithm, MOA and SOA, was studied in isolation. In the second goal, three topics were considered. Firstly, MOA was compared to SOA. Then, the static information based heuristic employed to define the initial search region was compared to the dynamic one. Finally, MOA and SOA’s results were faced to those by the basic test data generator. For the later goal, MOA and SOA were evaluated over a number of “real-world” programs.

5.1. Experimental Setting

The experiments comprised nine test programs which are commonly used for validation in the field. Although most of these programs implement relatively simple algorithms, their source codes include a number of challenging branches for a test data generator. Anyhow, difficulty of branch coverage depends on the source code, so the implementations used here were those used for experimentation in other works. Programs are outlined next.
ClassifyTriangle This is a popular program where an input is composed of three numerical parameters, each representing the length of a segment. The aim is to detect the triangle type, if any, associated with the input. Five different versions were used. The Triangle1 program (Wegener et al. 2001) owns three integer-valued parameters and 26 branches (objectives) to be covered. Triangle2 (Wegener et al. 2001) is the same as Triangle1 with floating point parameters instead. On the other hand, Triangle3 (McGraw et al. 2001), Triangle4 (Sthamer 1996) and Triangle5 (Bueno and Jino 2002) are different implementations with integer-valued parameters and 20, 26, and 14 branches respectively. Atof Given a string of characters as input, Atof (Wegener et al. 2001) transforms it into a floating point number if possible. For the experiments, the input string length was 10 characters; the number of branches is 30. Remainder This function (Sthamer 1996) calculates the remainder of the division of two integers, therefore an input is composed of two integer-valued parameters; the source code reveals 18 branches. Complexbranch In this case, there is no specific functionality as it is a function artificially created for testing purposes (Wegener et al. 2001). Its main characteristic is the existence of several hard-to-cover branches in the code. An input is formed by six integers and the number of branches is 22. Quotient Given two integers, the Quotient program (Bueno and Jino 2002) calculates the quotient and the remainder of their division. An input consists of two integer-valued parameters and 10 branches exist in the source code.

In Sagarna and Lozano (2005a), several EDAs were evaluated for test data generation using the basic approach. After analyzing the results, it was concluded that the TREE algorithm showed the best performance overall. In consequence, TREE was the EDA chosen here for the optimization step in both MOA and SOA approaches. At each generation, half of the population was selected according to a rank-based strategy. New individuals were simulated by means of Probabilistic Logic Sampling (Henrion 1988), and the population was created in an elitist way. The objective function employed in the experiments was formulated according to equation (2). Notice that the stopping criterion adopted for the EDA seems to be specially suitable for TREE. This algorithm obtains the tree dependent factorization minimizing the Kullback–Leibler divergence to the empirical distribution. Because the EDA stops when this divergence value is lower than $\alpha$, the value of the optimal model is directly being considered. For the experiments, $\alpha$ was determined after a number of preliminary executions.

Other system parameters that need to be fixed are the size of the initial and the largest possible region. Given a program, this is achieved by setting, for each input parameter, the minimum and maximum possible amplitude of its associated interval of values. Obviously, a different amplitude may be linked to each input parameter and, thus, the shape of search regions could be controlled. However, for the experiments, no a priori knowledge is assumed and, therefore, amplitude values were kept constant for all the input parameters of a program.

Table 1 presents, for each program, the values selected for the system parameters, i.e., number of bits for the increment on the initial region (minimum), number of bits for the increment on the largest allowed region (maximum), and $\alpha$ value.

Also shown in Table 1 is the number of branches, and for how many of them the centers of each input parameter were obtained through the static information based (static) and the dynamic information based heuristic (dynamic). As it can be seen, in all the programs but three, most of the branches are static. Remainder and Quotient are relatively balanced in this sense, while in Atof, outstanding branches are dynamic.

Remember that the dynamic information based strategy consisted of a grid search. In this method, the value of parameter $\tau$ defines the number of inputs being considered candidate
Table 1. Experimental Programs Characteristics and Parameters in the Experiments

<table>
<thead>
<tr>
<th>Program</th>
<th>Characteristics</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Branches</td>
<td>Static</td>
</tr>
<tr>
<td>Triangle1</td>
<td>26</td>
<td>24</td>
</tr>
<tr>
<td>Triangle2</td>
<td>26</td>
<td>24</td>
</tr>
<tr>
<td>Triangle3</td>
<td>20</td>
<td>16</td>
</tr>
<tr>
<td>Triangle4</td>
<td>26</td>
<td>20</td>
</tr>
<tr>
<td>Triangle5</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>Atof</td>
<td>30</td>
<td>2</td>
</tr>
<tr>
<td>Remainder</td>
<td>18</td>
<td>10</td>
</tr>
<tr>
<td>Complexbranch</td>
<td>22</td>
<td>18</td>
</tr>
<tr>
<td>Quotient</td>
<td>10</td>
<td>4</td>
</tr>
</tbody>
</table>

centers. More precisely, for a program with $p$ parameters, $\tau^p$ inputs are created for evaluation. On the other hand, the larger the $\tau$, the finer the granularity of the strategy and, hence, the chances of finding a high-quality initial search region increase. In the experiments, $\tau$ was set from 1 up to 5 for all the programs excepting Atof, which used $\tau$ up to 3.

Additionally, to avoid too long executions, a limit of 150,000 inputs generated was established. As soon as this limit was detected, the experiment was forced to terminate.

5.2. MOA Performance

Table 2 presents the results of the experiments conducted. For each value of $\tau$ and each program, the table collects the average values in ten executions for the percentage of covered branches (%) and the number of inputs generated during the process (#).

The coverage value is a main gauge of the performance of a test data generator. However, the number of inputs obtained reflects the effort made during the process. Therefore, it is important for a generator to obtain a coverage value with the lowest cost, that is, producing as few inputs as possible. This implies that, given two generators achieving the same coverage, the one yielding the fewest inputs is preferred. According to this, Table 2 highlights in gray the best values of $\tau$ for each of these two measures and each program.

As can be noticed, in all programs except Atof, full coverage is reached. Atof seems to be the hardest, because the lowest coverage and the largest number of inputs are attained in this program. By contrast, Quotient obtains 100% coverage with the smallest number of inputs, so it appears to be the easiest program.

5.2.1. Overall Performance Analysis. Regarding at Table 2, no apparent relation exists between $\tau$ and the best results, because these are obtained with alternative values of $\tau$, ranging from the lowest to the largest value.

To validate the best performance values in MOA, an analysis based on statistical tests was conducted. Because coverage is a primary measurement, for each program and each value of $\tau$, the Mann-Whitney test with regard to the best $\tau$ value (in gray) was applied to the coverage results. Then, for the cases where no difference was found, the test was again used over the number of inputs generated. Table 2 presents the outcomes of these tests; symbol “†” denotes the cases where coverage dissimilarities ($p < 0.01$) were found, while “‡” refers to the number of inputs.
| τ | Triangle1 | | Triangle2 | | Triangle3 | | Triangle4 | | Triangle5 | | Atof | | Remainder | | Complexbranch | | Quotient |
|---|-----------|---|-----------|---|-----------|---|-----------|---|-----------|---|-----------|---|-----------|---|-----------|
|   | % | # | % | # | % | # | % | # | % | # | % | # | % | # | % | # |
| 1 | 100 | 212 | 99.62 | 579 | 100 | 302 | 100 | 2223 | 100 | 1476 | 98.33 | 6936 | 99.44 | 629 | 95† | 149952 | 100 | 25† |
| 2 | 100 | 282 | 99.62 | 995 | 100 | 338 | 100 | 1967 | 96.43 | 5062† | 43.33† | 150062 | 98.89 | 1628 | 100 | 1856 | 100 | 121† |
| 3 | 100 | 190 | 99.23 | 1143 | 100 | 311 | 100 | 2436 | 96.43 | 8807† | 96.33† | 134849† | 100 | 186 | 95.45† | 102711 | 100 | 131† |
| 4 | 100 | 440† | 99.23 | 880 | 100 | 285 | 100 | 1922 | 96.43 | 4306† | - | - | 100 | 84 | 100 | 16096† | 100 | 115† |
| 5 | 100 | 381† | 100 | 990 | 100 | 330 | 100 | 1738 | 97.14 | 6163† | - | - | 100 | 57 | 95.91† | 117213 | 100 | 44† |
In less than half the cases, the best values of \( \tau \) constitute an improvement with statistical evidence. It can be seen that statistically significant differences were obtained for the coverage reached in Atof and Complexbranch for a few values of \( \tau \). In contrast, in the number of inputs generated, dissimilarities were observed in Triangle1, Triangle5, Atof, Complexbranch, and Quotient. Hence, according to these results, it may be concluded that, in general, \( \tau \) has no significant effect on the best coverage. This implies that the measure that might define the best \( \tau \) for a program is the number of inputs. In fact, the bulk of the differences found correspond to this measure. However, the number of these dissimilarities is 12 from up to 30 possibilities, so it cannot be concluded whether the best \( \tau \) makes a difference for the number of inputs.

5.2.2. Initial Region Heuristics Performance. According to the previous analysis, no clear conclusion can be stated on the most suitable \( \tau \) value for a program. To better understand the relevance of \( \tau \) in the results, it could be interesting to examine the influence of the initial heuristics used to elicit the initial regions.

Table 3 shows, for each program, the number of branches covered (\( \#_o \)) and number of inputs generated (\( \#_i \)) by the static and dynamic heuristics from the region initialization phase. The first row presents the values of the static heuristic, while the rest correspond to the dynamic heuristic (grid search) with the different values of \( \tau \). Notice that the overall contribution of these heuristics consists of the sum of the static and the dynamic results for a chosen \( \tau \). For instance, in Triangle1 with \( \tau = 2 \), after applying the static and dynamic strategies, \( 2 + 1 = 3 \) branches were covered (which implies a 11.54% coverage) and \( 26 + 8 = 32 \) inputs were generated.

It can be seen that, regarding the static strategy, a number of branches are covered in all the programs just by the application of the two heuristic rules. Moreover, in some cases this is a significant number. In Complexbranch, 10 out of the 18 static branches are covered, and in Atof, one of the two static branches are attained. Anyhow, considering that most of the branches are static in the main body of the programs and that 100% coverage was obtained in almost all of them, the heuristic rules appear to be effective.

The dynamic heuristic is a grid search method. In such a method, given a problem, as \( \tau \) increases, more points are generated and the quality of the best solution found is expected to grow. In the context of the test data generator, this implies that the number of branches covered is expected to increase with growing values of \( \tau \). However, a main drawback of a grid search is that the value of \( \tau \) needed to reach an outstanding solution may be large, producing a prohibitive number of solutions. This could be the case even for small values of \( \tau \), if the number of problem variables is relatively big (Bäck 1996). Accordingly, Table 3 shows alternating behaviors. In Triangle3, Triangle4, Remainder and Quotient, the coverage increases as \( \tau \) grows, while, for the rest of the programs, this is not held. Moreover, comparing the values in Table 2 and Table 3 for Triangle1 and Triangle3, it can be observed that, with \( \tau = 5 \), a significant part of the inputs are generated by the grid method; the same occurs in Atof with \( \tau = 3 \). In consequence, results do not necessarily improve by increasing the value of \( \tau \).

This observation can also be extrapolated to the best overall results in Table 2, because these are obtained with different values of \( \tau \). Furthermore, recall that, in the previous statistical analysis, no significant influence of \( \tau \) on the best coverage values was found, excepting a few cases. Thus, these results suggest that the effect of the grid search is neutralized by the rest of the phases in MOA.

5.2.3. Region Enlargement Performance. Another factor that contributes to the performance of the generator is the number of region enlargements. New regions may include
<table>
<thead>
<tr>
<th></th>
<th>Triangle1</th>
<th>Triangle2</th>
<th>Triangle3</th>
<th>Triangle4</th>
<th>Triangle5</th>
<th>Atof</th>
<th>Remainder</th>
<th>Complexbranch</th>
<th>Quotient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#_o</td>
<td>#_i</td>
<td>#_o</td>
<td>#_i</td>
<td>#_o</td>
<td>#_i</td>
<td>#_o</td>
<td>#_i</td>
<td>#_o</td>
</tr>
<tr>
<td>static</td>
<td>2</td>
<td>26</td>
<td>2</td>
<td>26</td>
<td>1</td>
<td>20</td>
<td>1</td>
<td>26</td>
<td>2</td>
</tr>
<tr>
<td>dynamic, ( \tau = 1 )</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>dynamic, ( \tau = 2 )</td>
<td>1</td>
<td>8</td>
<td>0</td>
<td>8</td>
<td>2</td>
<td>8</td>
<td>3</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>dynamic, ( \tau = 3 )</td>
<td>0</td>
<td>27</td>
<td>0</td>
<td>27</td>
<td>2</td>
<td>27</td>
<td>3</td>
<td>27</td>
<td>0</td>
</tr>
<tr>
<td>dynamic, ( \tau = 4 )</td>
<td>1</td>
<td>64</td>
<td>0</td>
<td>64</td>
<td>3</td>
<td>64</td>
<td>6</td>
<td>59</td>
<td>0</td>
</tr>
<tr>
<td>dynamic, ( \tau = 5 )</td>
<td>1</td>
<td>125</td>
<td>0</td>
<td>125</td>
<td>3</td>
<td>125</td>
<td>6</td>
<td>119</td>
<td>0</td>
</tr>
</tbody>
</table>
uncovered objectives. Instead, as more increments are carried out, the number of inputs
created is expected to grow, because more search steps are executed.

During the experiments, each run was recorded with the purpose of studying how the
system operates. Using this information, given a search region and an objective branch, the
number of inputs generated and whether the objective was covered or not can be elicited. This
is shown in Figure 8. The graphics above relate to the number of branches covered in each
region. More specifically, they only consider the branches which were covered by the initial
region heuristics or those selected as objectives and covered by the EDA. Notice that not all
the branches need to be explicitly searched, because during the fitness evaluation in the EDA,
branches distinct from the objective may eventually be covered. Thus, in each graphic ahead
of Figure 8, the x-axis takes values in the range of possible regions, while the y-axis concerns
the number of branches covered by the initial heuristics or by the EDA. The points depicted
correspond to the results (averaged over the ten executions) in each region, for each value
of \( \tau \). To finish with the specification, Table 4 shows the average total number of branches
searched by the EDA; aside from a program name, the number of branches in the program
is provided in brackets. Analogously, the bottom part of Figure 8 presents the accumulated
average number of inputs generated (y-axis) for each region (x-axis), given a value of \( \tau \)
and a program.

As can be observed in the upper half, with the exception of Atof, almost all the branches
were attained in the very first search regions. To some extent, this is not surprising, because
the first region includes the coverage of the initial heuristics and the EDA, while the rest of
regions only involve the EDA contribution. In the bulk of the programs, the number of static
objectives is high (see Table 1), so the graphics suggest that the static information based
heuristic used to elicit the initial region is an adequate strategy. Indeed, this could be the
cause of the poor behavior of Atof, because it contains a reduced number of static branches.
Moreover, owing to the quite large set of parameters of an input in this program, \( \tau \) only
takes values up to 3, which seems to be insufficient for the grid search to obtain a promising
initial center. Other programs with a relevant number of dynamic branches are Remainder
and Quotient. In these cases, both the dynamic and the static heuristics appear to behave
successfully, as all the dynamic branches were covered directly by the grid method (see also
comments on Table 3) and most of the static ones were attained in the initial region. Anyhow,
the effect of the different search spaces should not be underestimated. It can be noticed that,
in 7 of the 9 programs, a few objectives are still covered in advanced regions and, therefore,
the coverage measurement grows.

As for the inputs generated, Figure 8 below shows that their number stays relatively low at
the initial stages, although it increases as branches remain uncovered. If complete coverage
is attained, the curve stabilizes, in other case, it keeps growing. More specifically, the
curve grows smoothly in a number of cases (e.g., Triangle2), although for other instances it
augments rapidly with certain values of \( \tau \) (Complexbranch and \( \tau = 1 \), for example). In these
last cases, the latter regions offer more promising solutions than in the previous stages and
the search intensifies. This means that the EDA operates for a larger number of generations
and, thus, more solutions are generated. This can be clearly remarked in the Triangle5,
Remainder and Complexbranch programs. The low coverage reached by Atof for \( \tau = 2 \)
can be understood by observing the number of inputs generated. The figure reveals that the
limit of 150,000 inputs was attained in the early regions, so the generator stopped prematurely
and no more objectives could be covered (see Atof above).

To summarize, it could be deduced that, on one side, the search over different regions
allows the MOA generator to obtain the highest coverage (effectiveness). On the other side,
the answer of the dynamic heuristic seems to be more unstable than for the static information
based strategy. In fact, the high-quality values of the early spaces suggest that the static
FIGURE 8. Average number of branches covered (above) and inputs generated (below) for each region in MOA.
<table>
<thead>
<tr>
<th>$\tau$</th>
<th>Triangle1 (26)</th>
<th>Triangle2 (26)</th>
<th>Triangle3 (20)</th>
<th>Triangle4 (26)</th>
<th>Triangle5 (14)</th>
<th>At of (30)</th>
<th>Remainder (18)</th>
<th>Complexbranch (22)</th>
<th>Quotient (10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.2</td>
<td>2.3</td>
<td>2.7</td>
<td>5.1</td>
<td>4.6</td>
<td>15.2</td>
<td>0.7</td>
<td>2.5</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3.4</td>
<td>1.9</td>
<td>5.3</td>
<td>3.5</td>
<td>17</td>
<td>0.8</td>
<td>1.9</td>
<td>0.1</td>
</tr>
<tr>
<td>3</td>
<td>1.7</td>
<td>3</td>
<td>2.1</td>
<td>4.9</td>
<td>3.6</td>
<td>15.5</td>
<td>0.5</td>
<td>1.5</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td>2.4</td>
<td>2.5</td>
<td>2.4</td>
<td>4</td>
<td>3.2</td>
<td>-</td>
<td>0.6</td>
<td>2.1</td>
<td>0.2</td>
</tr>
<tr>
<td>5</td>
<td>1.9</td>
<td>2.8</td>
<td>2.1</td>
<td>4.7</td>
<td>2.9</td>
<td>-</td>
<td>0.4</td>
<td>1.6</td>
<td>0</td>
</tr>
</tbody>
</table>
heuristic is useful to achieve objectives soon and, therefore, generate a reduced number of inputs (increase efficiency). To shed more light on this matter, this will be further studied in a following analysis in Section 5.4.

5.3. SOA Performance

Apropos the SOA algorithm, Table 5 shows the results of the experiments for the programs. The cell format is the same as in Table 2. Similarly to the MOA approach, the most difficult program for the test case generator is *Atot*. However, in this case, 100% coverage could not be obtained for *Triangle4* or *Triangle5*, either. Once again, the easiest program seems to be *Quotient*.

5.3.1. Overall Performance Analysis. Statistical tests were used to identify the best performance values. Thus, the null hypothesis of equal distribution densities between the best τ values and the others was evaluated in the manner explained in the previous section.

Differences were statistically significant \( p < 0.01 \) with regard to the coverage measurement in a pair of cases (*Atot* with \( \tau = 2 \) and *Complexbranch* with \( \tau = 1 \)). In contrast, for the number of inputs generated, the 18 differences obtained \( p < 0.01 \), from up to 32 possibilities, spread over all the programs. The outcomes from this analysis reinforce the conclusions of the MOA approach. Taking the programs used here into account and respecting the best results, the \( \tau \) value has no significant influence regarding the coverage measure. On the other hand, for the number inputs, not enough dissimilarities to make a reliable conclusion were found.

5.3.2. Initial Region Heuristics Performance. MOA and SOA share the same initial region elicitation step. Therefore, results in Table 3 also apply here, as well as the comments on the behavior of the static and dynamic heuristics.

Concerning the lack of influence of \( \tau \) on the best coverage results, the outcomes of SOA are almost equal to those in MOA. In consequence, here, the corresponding reason is suggested, that is, the remaining steps of SOA cancel the effect of the grid search.

5.3.3. Region Enlargement Performance. Accordingly to the MOA alternative, the experiment executions were monitored and the values raised by a search step were stored. Figure 9 reveals, for each possible search region, the average number of objectives covered by the initial heuristics and the EDA (above), and the inputs generated (below) during the process. The figure format is the same as in the previous section. Table 6 assists in the understanding of the figure by presenting the average total number of branches searched by the EDA and, in brackets, the number of branches in a program.

Drawing a rough comparison of Figure 9 and Figure 8, it can be noticed that, in general, the behavior of both approaches is similar. Although differences appear with some programs (*Remainder* in the number of inputs), the remarks on the MOA algorithm can also be applied to SOA.

5.4. MOA vs. SOA vs. Other Approaches

Next, each Self-Adaptive algorithm is compared to other approaches to evaluate its performance and know if it represents a competitive alternative.
<table>
<thead>
<tr>
<th>Triangle1</th>
<th>Triangle2</th>
<th>Triangle3</th>
<th>Triangle4</th>
<th>Triangle5</th>
<th>Atot</th>
<th>Remainder</th>
<th>Complexbranch</th>
<th>Quotient</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\tau)</td>
<td>%</td>
<td>#</td>
<td>%</td>
<td>#</td>
<td>%</td>
<td>#</td>
<td>%</td>
<td>#</td>
</tr>
<tr>
<td>1</td>
<td>100</td>
<td>401</td>
<td>100</td>
<td>333</td>
<td>100</td>
<td>250</td>
<td>99.23</td>
<td>3630</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>282</td>
<td>100</td>
<td>374</td>
<td>100</td>
<td>237</td>
<td>98.46</td>
<td>5476</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>246</td>
<td>100</td>
<td>293</td>
<td>100</td>
<td>222</td>
<td>99.23</td>
<td>6003</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>391</td>
<td>100</td>
<td>266</td>
<td>100</td>
<td>297</td>
<td>98.46</td>
<td>2663</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>399</td>
<td>100</td>
<td>765</td>
<td>100</td>
<td>314</td>
<td>99.23</td>
<td>2546</td>
</tr>
</tbody>
</table>
FIGURE 9. Average number of branches covered (above) and inputs generated (below) for each region in SOA.
<table>
<thead>
<tr>
<th>$\tau$</th>
<th>Triangle1(26)</th>
<th>Triangle2(26)</th>
<th>Triangle3(20)</th>
<th>Triangle4(26)</th>
<th>Triangle5(14)</th>
<th>Atof(30)</th>
<th>Remainder(18)</th>
<th>Complexbranch(22)</th>
<th>Quotient(10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.4</td>
<td>2.6</td>
<td>2.7</td>
<td>5.1</td>
<td>3.4</td>
<td>6.7</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>3.3</td>
<td>2.6</td>
<td>2.7</td>
<td>4.9</td>
<td>3.2</td>
<td>1.9</td>
<td>0.7</td>
<td>2.6</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>2.9</td>
<td>2</td>
<td>4</td>
<td>3.3</td>
<td>6.6</td>
<td>0</td>
<td>1</td>
<td>0.5</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td>3.3</td>
<td>2.3</td>
<td>2.4</td>
<td>4.4</td>
<td>3.5</td>
<td>-</td>
<td>0.5</td>
<td>2.5</td>
<td>0.1</td>
</tr>
<tr>
<td>5</td>
<td>3.6</td>
<td>2.5</td>
<td>2.4</td>
<td>3.8</td>
<td>3.6</td>
<td>-</td>
<td>0.5</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>
5.4.1. **MOA vs. SOA.** In the MOA approach, each region enlargement concentrates on
the test case generator as a whole. In contrast, each increment of the SOA alternative refers
to an independent EDA search phase. Therefore, a formal comparison of both algorithms in
terms distinct from the coverage and inputs generated becomes a difficult task. However, it
might be suspected from the common conclusions raised in Sections 5.2 and 5.3, and from
the matching behavior shown in Figures 8 and 9, that important similarities exist between
them.

To know whether MOA and SOA offer a similar behavior in terms of coverage and inputs
created, Table 2 and Table 5 were used to find statistically significant differences between the
results. To be precise, the Mann-Whitney non-parametric test was applied to each approach
and value of $\tau$. Considering coverage, the null hypothesis of equal distributions was rejected
($p < 0.01$) only for Atotf with $\tau = 2$ and Complexbranch with $\tau = 3$. For the number
of inputs generated, differences ($p < 0.01$) were obtained in six cases: Triangle1 with $\tau = 1$,
Triangle2 with $\tau = 3$, Triangle3 with $\tau = 3$, Triangle4 with $\tau = 2$ and $\tau = 3$, and
Remainder with $\tau = 3$. Because half of the best result values in these cases corresponded
to each approach, it cannot be stated which one behaves better.

According to the tests, it may be concluded that, excepting a few cases, the performance
of MOA and SOA algorithms is similar in terms of coverage and number of inputs generated.

5.4.2. **Static vs. Dynamic Information Centers.** An element which appears to be im-
portant in the Self-Adaptive approach is the initial search space. If this is located in an
adequate region, the effort in finding the optimal solution may be low. On the other hand, if
the EDA departs from an unsuitable region, a huge number of interval increments could be
necessary to reach the optimum, or it could not even be attained. In the present work, the
definition of the initial space of each branch is based on static or dynamic heuristic infor-
mation. To compare these two strategies, the previous experiments were repeated changing
static information based centers to be dynamic information based. Tables 7 and 8 show the
results for the MOA and SOA algorithms, respectively.

The differences between the static and dynamic strategies for the coverage and number
of inputs were studied through statistical tests. In other words, the Mann-Whitney test was
employed to evaluate the equality between the distribution densities of the algorithms with
and without static strategy. Similarly to previous tables, the symbols “†” and “‡” beside a cell
in Table 7 denote a statistically significant difference ($p < 0.01$) between the experiments in
the cell and the corresponding values in Table 2. Analogously, the same applies to Tables 8
and 5.

As can be observed, in MOA, the differences associated with the coverage concentrate
on three programs: Triangle1, Triangle2, and Triangle4. However, concerning the number
of inputs generated, from up to 43 tests, dissimilarities were obtained in 27 cases. All in all, the programs with a large proportion of static to dynamic branches (see Table 1)
offered differences, excepting Complexbranch for a few values of $\tau$ which shown an inferior
performance in Table 2. In contrast, the programs with a more significant number of dynamic
branches, revealed, in general, fewer dissimilarities.

In the SOA algorithm, coverage differences were found not only in Triangle1,
Triangle2, and Triangle4, but also in Triangle5 with $\tau = 2$. Similarly, for the number
of inputs created, the same differences as in MOA were observed, removing Complexbranch
with $\tau = 4$, and adding Triangle3 with $\tau = 1$.

Regarding these significantly different instances in Tables 2–8, it can be noticed that in
almost all of them, the best results correspond to the approach using the static strategy. The
only exceptions are Triangle3 with $\tau = 4$ and $\tau = 5$, and Remainder with $\tau = 5$ for both
MOA and SOA, in the number of inputs generated.
### Table 7. Results of the MOA Approach with No Static Information Based Initial Centers

<table>
<thead>
<tr>
<th>Triangle1</th>
<th>Triangle2</th>
<th>Triangle3</th>
<th>Triangle4</th>
<th>Triangle5</th>
<th>Atof</th>
<th>Remainder</th>
<th>Complexbranch</th>
<th>Quotient</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau )</td>
<td>%</td>
<td>#</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>1</td>
<td>96.15\dagger</td>
<td>150032\dagger</td>
<td>100</td>
<td>1688\dagger</td>
<td>100</td>
<td>453</td>
<td>100 1497</td>
<td>97.86</td>
</tr>
<tr>
<td>2</td>
<td>76.92\dagger</td>
<td>150024\dagger</td>
<td>11.54\dagger</td>
<td>150024\dagger</td>
<td>100</td>
<td>5324\dagger</td>
<td>94.62\dagger</td>
<td>64131\dagger</td>
</tr>
<tr>
<td>3</td>
<td>11.54\dagger</td>
<td>150020\dagger</td>
<td>11.54\dagger</td>
<td>150017\dagger</td>
<td>99</td>
<td>7829\dagger</td>
<td>88.85\dagger</td>
<td>44311\dagger</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>61916\dagger</td>
<td>11.54\dagger</td>
<td>150018\dagger</td>
<td>100</td>
<td>154\dagger</td>
<td>93.85\dagger</td>
<td>29048\dagger</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>74577\dagger</td>
<td>11.54\dagger</td>
<td>150024\dagger</td>
<td>100</td>
<td>185\dagger</td>
<td>91.54\dagger</td>
<td>37602\dagger</td>
</tr>
</tbody>
</table>

### Table 8. Results of the SOA Approach with No Static Information Based Initial Centers

<table>
<thead>
<tr>
<th>Triangle1</th>
<th>Triangle2</th>
<th>Triangle3</th>
<th>Triangle4</th>
<th>Triangle5</th>
<th>Atof</th>
<th>Remainder</th>
<th>Complexbranch</th>
<th>Quotient</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau )</td>
<td>%</td>
<td>#</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>1</td>
<td>94.62\dagger</td>
<td>150026\dagger</td>
<td>100</td>
<td>2314\dagger</td>
<td>100</td>
<td>376\dagger</td>
<td>98.46 3778</td>
<td>97.86 2107</td>
</tr>
<tr>
<td>2</td>
<td>76.92\dagger</td>
<td>150023\dagger</td>
<td>23.08\dagger</td>
<td>150024\dagger</td>
<td>100</td>
<td>3691\dagger</td>
<td>89.62 2819\dagger</td>
<td>92.86 3855</td>
</tr>
<tr>
<td>3</td>
<td>56.15\dagger</td>
<td>150028\dagger</td>
<td>34.62\dagger</td>
<td>150020\dagger</td>
<td>99</td>
<td>4442\dagger</td>
<td>89.23 2856\dagger</td>
<td>93.57 3626</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>25031\dagger</td>
<td>65\dagger</td>
<td>145067\dagger</td>
<td>100</td>
<td>125\dagger</td>
<td>89.23 2432\dagger</td>
<td>93.57 3645</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>30808\dagger</td>
<td>23.08\dagger</td>
<td>150014\dagger</td>
<td>100</td>
<td>185\dagger</td>
<td>90\dagger</td>
<td>25134\dagger</td>
</tr>
</tbody>
</table>

\( \dagger \) indicates significant differences.
The remarks from these tests are captured by Figures 10 and 11 for MOA and SOA, respectively. In each graphic, the different objectives are represented in the x-axis, while the y-axis takes values in the range of possible region enlargements. Thus, given a program, the graphic in the upper half in a figure shows the number of increments performed for each static (labeled with a cross) and dynamic (labeled with a circle) objective. To be exact, the average and the standard deviation over τ and the ten executions are depicted for each objective. Analogously, in the bottom part of a figure, the values associated with the variant using only dynamic objectives are presented.

Both figures show clear disparities between the static-dynamic and the dynamic approaches in programs where the bulk of the statistical tests observed differences (Triangle1, Triangle2, Triangle4). In contrast, in programs with no significant dissimilarity (Triangle5, Atol), behavior is almost the same. Remaining programs fall somewhere in between; they respond differently for a few objectives, although, in most of them, response is alike.

The significant differences obtained in the number of inputs generated are also reflected by the figures. In all the statistically distinct programs, the sum of the average number of increments in the dynamic approach is larger than in the static-dynamic one. Indeed, it can be noticed that the main body of the objectives where changes occur between both approaches corresponds to static cases which had turned out to be dynamic.

Thus, it may be concluded that the suggestions raised in Section 5.2 on the static information based strategy are confirmed. This strategy can make a difference in the coverage reached but, most of all, in the number of region enlargements and, consequently, in the number of inputs created. Moreover, the static heuristic improves or equals the dynamic one, with the exception of a few cases.

5.4.3. Self-Adaptive vs. Basic Approach. To have an idea of the quality of the results of the Self-Adaptive alternative, they were compared with those obtained by the basic test data generator.

The range of input parameter values for the basic approach was obtained centering the interval in 0 and adding the maximum increment shown in Table 1. To make the comparison as fair as possible, the EDA chosen was TREE and its parameters were the same as in Section 5.1, apart from two of them. For the Triangle5 and Quotient programs, the population size and the maximum number of generations were determined after preliminary experimentation; the values selected were 600 individuals and 200 generations in the former, and 200 individuals and 50 generations in the latter. For the rest of the programs, these parameters were fixed with the values in Sagarna and Lozano (2005a) offering the best performance for TREE.

Table 9 shows the best values (with priority to coverage) of the MOA, SOA and basic approaches. The outstanding results are highlighted in gray.

It can be observed that the Self-Adaptive alternative outperforms the basic approach in the coverage reached as well as the number of generated inputs in all the programs except Atol. In fact, the poor behavior shown in the results of previous tables for this program becomes evident here, mostly with regard to the number of inputs. In Atol, a number of objectives can only be covered when the largest search region is reached. Because the Self-Adaptive approach departs from a reduced region and the grid search method seems to provide an unsuitable initial center, performance is worse than for the basic alternative, which operates over the largest region directly.

The purpose of the current comparison is to identify the approach offering the best performance. Hence, the statistical analysis explained in Section 5.2 was used to validate these results. Similarly to the previous table, Table 9 provides the outcomes of the analysis.
FIGURE 10. Average number of region enlargements per objective in MOA (above) and MOA with no static objective (below).
FIGURE 11. Average number of region enlargements per objective in SOA (above) and SOA with no static objective (below).
Significant differences \( (p < 0.01) \) in the coverage values were noticed just for Atof, between the basic approach and SOA. In contrast, MOA revealed a difference in this program for the number of inputs generated. Thus, it can be deduced that the basic generator improves SOA and MOA with statistical evidence in Atof. In spite of this, for the rest of the programs, the basic approach presents dissimilarities \( (p < 0.01) \) in the number of inputs created with regard to the best result.

Therefore, it can be inferred that in almost all the programs the Self-Adaptive approach outperforms the basic one.

5.5. Evaluation with Real-World Programs

The experiments conducted in the previous sections involve typical programs which are known to include several challenging branches. Obviously, test data generation for “real-world” programs may be as difficult, although it could result in a simple task as well. To verify whether the Self-Adaptive algorithms constitute a solid option in the “real world,” they were compared to the basic approach for a number of non-academic programs. In Sagarna and Lozano (2008), test cases were generated with the basic approach for several programs taken from the book “Numerical Recipes in C. The Art of Scientific Computing.” (Press et al. 1988). Thus, the Self-Adaptive alternative was applied on 16 instances randomly chosen from this study.

Apropos the parameters for the basic approach in Sagarna and Lozano (2008), the EDA applied was TREE. The population consisted of 100 individuals, and the stopping criterion was reaching a maximum of 100 generations. The rest of the parameters in the EDA were the same as in Section 5.1. Additionally, the test case generation was halted as soon as a limit of 100,000 inputs was detected.

In the experiments with the Self-Adaptive approach, the EDA took the parameter values previously described, with two exceptions. As explained in Section 4.3.1, the EDA’s population size is fixed to be twice the length of the individual. Moreover, to make a fair comparison, instead of using the Kullback–Leibler divergence based stopping criterion, a maximum number of generations equal to the population size was set. Again, the whole process was forced to terminate when the generation of 10,000 inputs was detected. In all the programs, the parameters of an input were integers or real numbers. Tentative values were adopted for the number of bits used to represent the initial and the final search regions, i.e., 5 and 10 bits for integers, and 5 and 7 bits for real parameters.

The experiments were conducted for MOA and SOA, with \( \tau \) ranging from 1 to 5. Table 10 presents the results of the best \( \tau \) for each algorithm, together with the values of the basic approach. The outstanding values are highlighted in gray.

In all the programs but one, MOA or SOA improve the outcomes of the basic approach. In this exception (cyfyn), the basic generator obtained a 75% coverage and stopped at 40,100 inputs. The Self-Adaptive algorithms were unable to attain a better coverage, but they continued the search over larger regions until the maximum limit of inputs was reached. Although this behavior results undesirable in this case, it can also be very suitable. For instance, in bnldev, the coverage of the basic approach is augmented and the limit of 100,000 is attained once again. The other programs where the coverage is outperformed are caldat, flmno, and tridag. For the rest of the cases, the enhancement corresponds to the number of inputs generated.

Thus, these outcomes present the Self-Adaptive approach as a viable alternative for application in the real world. Furthermore, the results clearly support the conclusion from the previous section: the Self-Adaptive algorithms perform better than the basic approach, mainly with regard to the number of inputs generated.
### Table 9. Best Results of the Basic, MOA, and SOA Approaches

<table>
<thead>
<tr>
<th>Approach</th>
<th>Triangle1</th>
<th>Triangle2</th>
<th>Triangle3</th>
<th>Triangle4</th>
<th>Triangle5</th>
<th>Atot</th>
<th>Remainder</th>
<th>Complexbranch</th>
<th>Quotient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic</td>
<td>99.62</td>
<td>940‡</td>
<td>100</td>
<td>9940</td>
<td>5880‡</td>
<td>100</td>
<td>5156‡</td>
<td>47160‡</td>
<td>3475‡</td>
</tr>
<tr>
<td>MOA</td>
<td>100</td>
<td>190</td>
<td>100</td>
<td>990‡</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>1476</td>
<td>98.33‡</td>
</tr>
<tr>
<td>SOA</td>
<td>100</td>
<td>246</td>
<td>100</td>
<td>266</td>
<td>100</td>
<td>222</td>
<td>99.23</td>
<td>2546</td>
<td>100</td>
</tr>
</tbody>
</table>

### Table 10. Results of the Basic Approach, MOA, and SOA on Real World Programs

<table>
<thead>
<tr>
<th>Program</th>
<th>Basic</th>
<th>MOA</th>
<th>SOA</th>
</tr>
</thead>
<tbody>
<tr>
<td>bessj</td>
<td>100</td>
<td>220</td>
<td>100</td>
</tr>
<tr>
<td>bnldev</td>
<td>80.77</td>
<td>54100</td>
<td>84.62</td>
</tr>
<tr>
<td>caldat</td>
<td>75</td>
<td>20100</td>
<td>87.5</td>
</tr>
<tr>
<td>cyfun</td>
<td>75</td>
<td>40100</td>
<td>75</td>
</tr>
<tr>
<td>factln</td>
<td>87.5</td>
<td>10330</td>
<td>87.5</td>
</tr>
<tr>
<td>fit</td>
<td>100</td>
<td>3760</td>
<td>100</td>
</tr>
<tr>
<td>flmoon</td>
<td>98.33</td>
<td>2530</td>
<td>100</td>
</tr>
<tr>
<td>gasdev</td>
<td>75</td>
<td>10100</td>
<td>75</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Program</th>
<th>Basic</th>
<th>MOA</th>
<th>SOA</th>
</tr>
</thead>
<tbody>
<tr>
<td>irbit2</td>
<td>50</td>
<td>10100</td>
<td>50</td>
</tr>
<tr>
<td>kend11</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>laguer</td>
<td>100</td>
<td>3590</td>
<td>100</td>
</tr>
<tr>
<td>ran1</td>
<td>66.67</td>
<td>20100</td>
<td>66.67</td>
</tr>
<tr>
<td>ratint</td>
<td>100</td>
<td>330</td>
<td>100</td>
</tr>
<tr>
<td>scndn</td>
<td>93.75</td>
<td>93.75</td>
<td>93.75</td>
</tr>
<tr>
<td>tred2</td>
<td>100</td>
<td>2149</td>
<td>100</td>
</tr>
<tr>
<td>tridag</td>
<td>91.25</td>
<td>91.25</td>
<td>91.25</td>
</tr>
</tbody>
</table>

COMPUTATIONAL INTELLIGENCE
6. CONCLUSIONS

In this paper, two new Search Based Software Test Data Generation approaches for branch coverage were described, namely, MOA and SOA. To enhance the test case generation process, the optimization step of both alternatives departs from an initial small region which is increasingly enlarged as branches remain uncovered. The starting search space is defined upon heuristic information from the program. More precisely, two options could be adopted: the application of a set of rules concerning the source code’s static information, or using a heuristic procedure based on dynamic information, which consisted of a grid search method.

The analysis of the experiments conducted revealed promising results for both approaches. First of all, the search over different regions allows for the achievement of the highest coverage values, which is a primary performance measurement in test data generation. Apropos the two heuristic strategies to obtain the initial region, it was concluded that the static option makes a difference and can at least improve the efficiency of the approach in terms of the number of inputs generated. On the other hand, the dynamic heuristic showed to be more unstable. The $\tau$ parameter of the method did not provide a relevant influence on the best coverage values, in general. Instead, it can make a difference for the number of inputs, although no definitive conclusion could be stated on this.

Comparing the performance of the MOA and SOA algorithms, in general terms, no significant difference was found between them. Additionally, the algorithms were compared to the basic approach. With the exception of the poor results in one test program, the formers outperformed the latter with statistical evidence. Moreover, this improvement over the basic generator repeated for a number of “real-world” programs, presenting the Self-Adaptive strategy as a solid alternative.

By the way, several elements of the approach need to be further studied. For instance, in the disappointing experimental results, almost all the initial regions where created in a dynamic way. Because the static strategy behaves superiorly, a way to enhance the response of the Self-Adaptive approach could be to expand the set of heuristic rules. To make the approach more flexible, another interesting line of future work is the elicitation of an $\alpha$ value for the stopping criterion of the EDA, which takes into account the size of the search space.
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