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Abstract Many software engineering tasks can potentially
be automated using search heuristics. However, much work
is needed in designing and evaluating search heuristics be-
fore this approach can be routinely applied to a software
engineering problem. Experimental methodology should be
complemented with theoretical analysis to achieve this goal.
Recently, there have been significant theoretical advances in
the runtime analysis of evolutionary algorithms (EAs) and
other search heuristics in other problem domains. We sug-
gest that these methods could be transferred and adapted to
gain insight into the behaviour of search heuristics on soft-
ware engineering problems while automating software engi-
neering.

Keywords software engineering, evolutionary algorithms,
runtime analysis
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Software development is expensive. One strategy for re-
ducing development costs is to identify software engineer-
ing tasks that can be automated. The field of search based
software engineering (SBSE) suggests that automation can
be achieved by reformulating the software engineering tasks
as optimisation problems to which search heuristics can be
applied. In principle, the only required ingredients in the ap-
proach is an encoding of candidate solutions and a way of
comparing the quality of two candidate solutions.

Why should search heuristics sometimes be preferred over
classical algorithms? Many software engineering problems
are NP-hard [1], hence it is unlikely that they can be solved
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exactly with efficient algorithms. Although one cannot in
general guarantee that search heuristics provide optimal so-
lutions, it has been found that search heuristics often give
satisfactory results on several NP-hard problems. Hence, it is
worth also considering search heuristics on hard software en-
gineering problems. Search heuristics can also be attractive
on computationally tractable problems, e.g., when there are
insufficient human resources to develop a problem-specific
algorithm. Search heuristics can often be adapted with rela-
tively little effort to new problem domains with satisfactory
results [2].

In fact, search-based software engineering has already
proven successful in several software engineering domains.
A large body of the literature has focused on software test-
ing [3], but there is a long list of other software engineering
problems which have been successfully tackled with search
heuristics. For an overview of some of this work, see Clark
et al. [4], and Harman [1].

Although the application of search heuristics in principle
reduces many software engineering problems to finding an
appropriate fitness function and solution encoding, it also in-
troduces some new methodological challenges. The theoreti-
cal understanding of these algorithms is incomplete. Despite
several decades of research on search heuristics, many fun-
damental questions regarding their behaviour remain open
and the theoretical understanding of their behaviour is in-
complete. Hence, when experiments sometimes show that a
given search heuristic has an unsatisfactory performance on
a problem, the underlying reasons for this are many times
unclear. Sometimes, the successful application of a search
heuristic on a given problem depends on finding appropri-
ate parameter settings, and the cost of finding such param-
eter settings can be high. Good experimental design can in
some cases reduce the cost of parameter tuning [5]. How-
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ever, finding the correct parameter setting may be futile if
the algorithm is unsuitable for the problem. In general, there
does not exist a single search heuristic that works optimally
on all problems [6]. Hence, there is a need to better under-
stand which search heuristics are most applicable to a given
software engineering problem.

Theoretical research like runtime analysis will seldom
provide the optimal choice of search heuristic or parameter
settings for specific real world problems. However, it may
provide insight into how and why search heuristics work and
sometimes fail. In particular, a theoretical analysis can point
out simple general cases where the choice of an algorithm or
parameter setting has a particularly important effect on the
behaviour of the algorithm. With an understanding of how
search heuristics behave in such archetypical cases, a prac-
titioner will be better equipped for making an informed de-
cision as to how to choose parameter settings and heuristics
on a specific real world problem.

So far, there has been little theoretical research in search-
based software engineering. Except for the research related
to runtime analysis of search heuristics that will be described
in Sections 3 and 4, the only theoretical study within evolu-
tionary computation on SBSE we are aware of is the work by
Harman and McMinn [7] where schema theory is adapted to
the evolutionary software testing domain. Their theoretical
study suggests that there exist so-called Royal Road prob-
lems in evolutionary testing where genetic algorithms using
crossover should have an advantage over hill climbers.

The rest of this paper is organised as follows. Section 2
introduces theoretical runtime analysis and briefly reviews
methods and results that have been obtained for randomised
search heuristics in general problem domains. The next two
sections focus on runtime results that have been obtained
specifically for software engineering problems. These re-
sults are related to problems in conformance testing of finite
state machines and structural software testing. Section 5 sug-
gests future directions and open problems for runtime anal-
ysis within SBSE. Finally, the paper is concluded in Section
6.
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2.1 Runtime analysis

Evolutionary algorithms and other randomised search
heuristics are attractive due to their versatility. However, in
contrast to many problem-specific algorithms, it can be no-
toriously difficult to establish exactly how these algorithms
work, and why they sometimes fail. Empirical investigations
can be costly and do not always yield the desired level of in-

formation needed to make the right choice of heuristic and
corresponding parameter setting at hand.

To put the application of search heuristics in software en-
gineering and other domains on a firmer ground, it is de-
sirable to construct a theory which can explain the basic
principles of the heuristics and possibly provide guidelines
for developing new and improved algorithms. Such a the-
ory should preferably be valid without making simplifying
assumptions about the algorithms or problems, e.g., assum-
ing that the EA has infinite population size, or ignoring the
stochastic nature of these algorithms.

When studying a particular search heuristic, it is impor-
tant that one makes clear what class of problems one has
in mind. One can say very little about the advantages and
disadvantages of a heuristic without making any assumption
about the problem [6].

For a given heuristic and problem class, an initial theoret-
ical question to ask, is whether the heuristic will ever find a
solution, if it is allowed unlimited time. This type of ques-
tion falls within the realms of convergence analysis, which
is a well-developed area [8]. There exist simple conditions
on the underlying Markov chain of a search heuristic that
guarantee convergence in finite time. These conditions often
hold for the popular heuristics [8]. Note that convergence it-
self gives very little information about whether an algorithm
is practically useful, because no limits are put on the amount
of resources the algorithm uses.

If convergence can be guaranteed within unlimited time,
the next question to ask is how much time the heuristic needs
to find the solution. This type of question falls within the
realms of runtime analysis of search heuristics, and requires
a measure of time. Time can be measured as the number of
basic operations in the search heuristic. Usually, the most
time-consuming operation in an iteration of a search algo-
rithm is the evaluation of the cost function. We therefore
adopt the black-box scenario [9], in which time is measured
as the number of times the algorithm evaluates the cost func-
tion.

Definition 2.1 (Runtime [10,11]) Given a class F of cost
functions fi : Si → R, the runtime TA,F(n) of a search
algorithm A is defined as

TA,F(n) := max {TA,f | f ∈ F with �(f) = n} ,

where �(f) is the problem instance size, and TA,f is the num-
ber of times algorithm A evaluates the cost function f until
the optimal value of f is evaluated for the first time.

A typical search algorithm A in the black-box sce-
nario is randomised. Hence, the corresponding runtime
TA,F(n) will be a random variable. The runtime analy-
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sis will therefore seek to estimate properties of the distri-
bution of the random variable TA,F(n), in particular the
expected runtime E [TA,F(n)] and the success probability
Pr [TA,F(n) � t(n)] for a given time bound t(n).

The last decade of research in the area show that it is im-
portant to apply appropriate mathematical techniques to get
good results [12]. Initial studies of exact Markov chain mod-
els of search heuristics were not fruitful, except for the the
simplest cases. A more successful and particularly versa-
tile technique has been the so-called drift analysis [11,13],
where one introduces a potential function which measures
the distance from any search point to the global optimum.
By estimating the expected one-step drift towards the opti-
mum with respect to the potential function, one can deduce
bounds on the expected runtime and the success probabil-
ity. Finding the right potential function can sometimes be
a challenge, and can differ considerably from the objective
function. In addition to drift analysis, the wide range of tech-
niques used in the study of randomised algorithms [14], in
particular Chernoff bounds, have proved useful also for evo-
lutionary algorithms.

Initial runtime studies were concerned with simple EAs
like the (1+1) EA on artificial pseudo-boolean functions [10,
15,16]. These studies established fundamental facts about
the (1+1) EA, e.g., that it can optimise any linear function
in O(n log n) expected time [10], that quadratic functions
with negative weights are hard [16], that the hardest func-
tions require Θ(nn) iterations [10] and, in contrast to com-
monly held belief, that not all unimodal functions are easy
[15]. The understanding of the runtime of search heuris-
tics was then expanded in several directions, by analysing
parameter settings (e.g., the crossover operator [17,18], pop-
ulation size [19, 20] and diversity mechanisms [21,22]), by
analysing new algorithms (e.g., ant colony optimisation [23]
and particle swarm optimisation [24]), and by considering
new problem settings (e.g., multi-objective [25, 26] and con-
tinuous [27] optimisation).

The analysis of search heuristics then shifted its focus
from artificial pseudo-boolean functions to classical combi-
natorial optimisation problems. Many of these results are
covered in the survey [28]. Initially, combinatorial opti-
misation problems in P were analysed [29−32]. Giel and
Wegener analysed maximum matching, showing that al-
though the runtime of (1+1) EA is in general exponential, the
EA is a polynomial-time randomised approximation scheme
(PRAS) for the problem [29]. Other problems analysed in-
clude sorting [30], minimum spanning tree [31], and Eule-
rian cycle [32]. For NP-hard problems, one must expect that
the worst-case expected runtime is exponential. Hence, the
focus has been on analysing the runtime on interesting sub-

classes, e.g., for the vertex cover problem [33], or on the
average case runtime over the set of instances [34], or the
approximation quality that can be obtained by the algorithm
in polynomial time [34, 35].

2.2 Runtime analysis of search heuristics for software
engineering

Runtime analysis is practically unexplored within search
based software engineering. This might be due to the fact
that many of these problems have been outside the reach of
the analysis techniques available, partly because many soft-
ware engineering problems are NP-hard [1]. The results on
conformance testing of finite state machines and structural
software testing that will be presented in the next two sec-
tions are the first attempts in theoretical analysis of the run-
time of evolutionary algorithms in search based software en-
gineering.
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The behaviour of many software systems can be described
in terms of finite state machines (FSMs). For example, a
server conforming to a communication protocol, can in prin-
ciple be described as a system that is in some internal state,
and which on external inputs outputs a response and makes
a state transition.

Black box testing of finite state machines consists of de-
ducing properties about a finite state machine from its in-
put output behaviour [36]. Conformance testing is a type of
black box testing where the objective is to determine whether
the black box FSM is identical to a specification FSM whose
internals are known. One of the challenges in conformance
testing is the state verification problem [37], which consists
of determining for a given state, whether the black box FSM
is in this state or not. The state verification problem can be
solved using unique input output (UIO) sequences. A UIO
sequence for a given state s in an FSM is an input sequence
x which causes the FSM to output a sequence y if and only
if the FSM was initially in state s.

UIOs are useful in FSM testing, and it would be desirable
to have methods which compute them efficiently. Unfortu-
nately, such exact and efficient methods are ruled out due to
the NP-hardness of the UIO problem [37]. In certain cases,
the UIOs are sufficiently short to be found through exhaus-
tive or random search. However, one can hypothesise that
more sophisticated search heuristics will be more efficient.

Experimental results show that EAs can construct UIOs
efficiently on some instances. Guo et al. compared an evo-
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lutionary approach with a random search strategy, and found
that the two approaches have similar performance on a small
FSM, while the evolutionary approach outperforms random
search on a larger FSM [38]. Derderian et al. presented
an alternative evolutionary approach [39], confirming Guo
et al.’s results.

Theoretical runtime analysis confirm that EAs can outper-
form random search on the UIO problem [40]. The expected
running time of the (1+1) EA on a counting FSM instance
class is O(n log n), while random search needs exponential
time [40]. The UIO problem is NP-hard [36], so one can
expect that there exist EA-hard instance classes. It has been
proved that a combination lock FSM class is hard for the
(1+1) EA [40]. To reliably apply EAs to the UIO problem,
it is necessary to distinguish easy from hard instances. The-
oretical results indicate that there is no sharp boundary be-
tween these categories in terms of runtime. For any polyno-
mial nk, there exist UIO instance classes, as shown in Fig. 1,
where the (1+1) EA has running time Θ(nk) [40].

These theoretical results demonstrate that the runtime of
the (1+1) EA on the UIO problem is highly dependent on the
characteristics of the FSM. A later study investigated to what
degree the runtime depends on characteristics of the EA it-
self [41]. In particular, the study focused on the impact of the
acceptance criterion in the (1+1) EA, and on the effect of a
population and crossover in a steady state genetic algorithm.

With regards to the choice of the acceptance criterion,
the RIDGE FSM instance class is described which induces a
search space with a neutral path of equally fit search points.
Runtime analysis shows that the variant of (1+1) EA which
only accepts strictly better search points will get stuck on

Fig. 1 Finding a UIO for state s1 with (1+1) EA becomes harder when increasing parameter k

Fig. 2 TWOPATHS FSM instance class where crossover is useful

the path, while the standard (1+1) EA which also accepts
equally fit search points will find the UIO in polynomial
time. This result shows that apparently minor modifications
of an algorithm can have an exponentially large runtime im-
pact when computing UIOs.

Regarding the role of populations and crossover on the
UIO problem, the runtime of the (μ+1) steady state ge-
netic algorithm is analysed. The result shows that on the
TWOPATHS FSM instance class shown in Fig. 2, the SSGA
finds the UIO in polynomial time as long as the crossover
probability is a non-zero constant and the population is suf-
ficiently large. However, with crossover probability 0, the
runtime of the (μ+1) SSGA increases exponentially. The
analysis is based on the observation that the fitness function
corresponding to the TWOPATHS FSM consists of two sep-
arate paths, each leading to a local optimum. The global
optimum is located between these two local optima. The
individuals in the population can follow either of the paths,
eventually leading to two sub-populations, one on each local
optimum. The paths are constructed in such a way that it
is unlikely that mutation alone will produce the global opti-
mum. However, the global optimum can easily be reached
by crossing over two individuals that sit on different optima.
It is worth noting that this analysis is based on specific types
of crossover and mutation. This result means that when com-
puting UIOs, the crossover operator can be essential, and
simple EAs including the (1+1) EA can be ineffective. This
result is important because although the crossover operator
is often thought to be important for GAs, there exist very few
theoretical results on non-artificial problems confirming that
this is the case.
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Software testing is both an important and costly task in soft-
ware development. Much research in SBSE has therefore fo-
cused on automating software testing using search heuristics
[3]. Structural testing is a particular type of software test-
ing where test cases are generated using knowledge about
the internal structure of the program. The goal is to generate
test cases which make different parts of the program become
executed.

Arcuri et al. [42] analysed the runtime of three search
heuristics on generating test data for the triangle classifica-
tion program, which is a program that occurs frequently in
the analysis of testing approaches. The program consists of a
single function which takes three integers x, y and z as argu-
ments. The task of the program is first to determine whether
there exists a triangle with side lengths x, y and z, and sec-
ondly, if such a triangle exists, return the triangle type. The
possible triangle types are scalene, equilateral, and isosceles.

The test generation task for a given program branch, is to
find input values x, y, and z such that the branch is executed.
Whether a given branch is executed may depend on whether
predicates in conditional statements that occur in the pro-
gram are satisfied by the program variables. In the case of
the equilateral branch, it is necessary that the program vari-
ables satisfy the predicates a+b>c and a=b=c. Empirical
investigations have shown that the equilateral branch is the
hardest branch to generate test cases for. Therefore, the run-
time analysis focused on the problem of finding integers x,
y and z such that the equilateral branch is executed by the

int tri_type(int x, int y, int z) {

int type;

int a=x, b=y, c=z;

if (x > y) {

//TARGET 2

int t = a; a = b; b = t;

}

if (a > z) { int t = a; a = c; c = t; }

if (b > c) { int t = b; b = c; c = t; }

if (a + b <= c) {

type = NOT_A_TRIANGLE;

} else {

type = SCALENE;

if (a == b && b == c) {

// TARGET 1

type = EQUILATERAL;

} else if (a == b || b == c) {

type = ISOSCELES;

}

}

return type;

}

Fig. 3 Triangle classification (TC) program, adapted from [3]

program.
Search based test case generation techniques are often

guided by a branch distance measure [3]. The branch dis-
tance gives an indication as to how “close” the program vari-
ables are to satisfy the predicates that must be satisfied to ex-
ecute the branch. The particular branch distance function de-
pends on the type of nested conditional statements that occur
before the branch. As an example, for the single conditional

statement if(a>b), the branch distance measure is max{0,

b− a}.
In order to analyse the asymptotic runtime on this prob-

lem, it is necessary to specify the meaning of the meaning of
instance size. The program structure itself is a constant. In
this study, the instance size is defined in terms of the size n of
the integer range [−n/2, . . . , n/2−1] in which the variables
x, y and z are searched for. Other definitions of instance size
may be more suitable on different formulations of the test
data generation problem.

The first and simplest search heuristic considered search
(RS), which in each iteration samples three integers in the
chosen interval uniformly at random until a correct test is
found [42]. The probability of finding the optimal solution
is therefore the same in each iteration, and the expected run-
time is and the expected runtime is Θ(n2).

The second method considered is a hill climber (HC) the
first fitter neighbour in the unit neighbourhood according to
the branch distance measure, or restarts from a random point
if no such neighbour exists. The expected distance to the
optimum in the initial iteration is linear with respect to the
size of the interval range, and the maximal reduction in dis-
tance to the optimum per iteration is one. By showing that
the expected number of restarts is constant, one arrives at the
expected runtime Θ(n) [42]. Θ(n) [42].

The third method is called the alternating variable which
works similar to the hill climber, but increasingly large step
sizes as long as a fitter neighbour solution is found. Hence,
this algorithm is able to overcome longer distances than HC
per iteration. The expected runtime of AVM is bounded from
below by Ω(log n) and from above by O((log n)2) [42].
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5.1 Relationships between SE problems and search

heuristics

The range of software engineering (SE) problems for which
search based approaches could be considered is wide [4].
Problem characteristics can vary greatly between different
problems. Hence, a search heuristic which is suitable for one
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problem may be unsuitable for another problem. A central
goal with runtime analysis of search heuristics on software
engineering problems is to develop a theoretical foundation
for understanding the relationships between software engi-
neering problems and search heuristics. Such an understand-
ing will aid in choosing an appropriate search heuristic for a
given software engineering problem. The following subsec-
tions describe directions for research that when taken would
lead the field closer to reaching this goal.

5.2 Better mathematical techniques

The recent progress in the runtime analysis of search heuris-
tics is partly due to the application of appropriate mathemat-
ical techniques [11, 12]. The exact Markov chain models of
evolutionary algorithms that were considered in early studies
often became intractable in more complex scenarios.

It is possible that further progress in the field depends
on finding and adopting mathematical techniques that have
not been previously considered in the field. In particular,
new techniques may be required to analyse search heuris-
tics that have not previously been investigated theoretically.
For example, population-based evolutionary algorithms may
behave qualitatively differently than the (1+1) EA on ex-
actly the problems for which they have an advantage over
the (1+1) EA.

New theoretical approaches may also be helpful when
considering broader instance classes. In the studies de-
scribed in Sections 3 and 4, very detailed information about
the problem structure was needed to arrive at good bounds.
Better techniques may allow good bounds to be obtained
with less detailed information about the problem structure.

5.3 Analysis of more complex search heuristics

Most runtime analyses so far have considered the (1+1) EA,
and the understanding of this algorithm has advanced quite
far. The (1+1) EA can be classified as a simple search
heuristic because it only considers a single individual that in
each step is updated by a mutation operator. More complex
search heuristics include those that consider populations and
a crossover operator (e.g., genetic algorithms), probability
distributions over the search space (estimation of distribution
algorithms), several optimisation objectives (multi-objective
EAs) and multiple populations (e.g., co-evolutionary algo-
rithms).

There exist relatively few results about the runtime of
more complex evolutionary algorithms that employ a pop-
ulation of individuals and a crossover operator. Population-
based evolutionary algorithms tend to be harder to analyse,
partly due to the complex interactions that can occur between
individuals in the population and the way the crossover op-

erator exchanges information between individuals. It is dif-
ficult to capture the stochastic behaviour of the entire popu-
lation using a simple potential function. Furthermore, such
algorithms often have more parameters, and the settings of
these may have important effects on the runtime behaviour.

Although the (1+1) EA has been shown to be surprisingly
efficient in many problem domains, there exists important
cases where this algorithm is inefficient [41] and where it is
known that the crossover operator and a population can help.
Furthermore, these complex algorithms tend to be used more
often by practitioners. It is therefore important to extend the
runtime analysis to more complex evolutionary algorithms.

Although estimation of distribution algorithms (EDAs)
have gained significant popularity in recent years, little is
known about the asymptotic runtime behaviour of these al-
gorithms. One exception is the result by Droste [43] which
shows that the expected runtime of cGA on the class of linear
functions is Θ(nK), where K = n1+ε, ε > 0 is a parame-
ter in the algorithm. Furthermore, Chen et al. [44] showed
that the incremental UMDA is efficient on the LEADINGONES

problem, and also constructed a problem for which the in-
cremental UMDA is inefficient. There exists no theoretical
result about the runtime of any EDA on any software engi-
neering problem. A useful contribution in this area would
be to identify a software engineering problem for which the
particular characteristics of EDAs make this algorithm more
efficient than traditional evolutionary algorithms. Sagarna
et al. [45] suggest that the probability distribution which
the EDA learns during the optimisation process may contain
useful information about problem characteristics.

Many software engineering problems involve multiple
conflicting objectives, and in such cases it is inadequate to
optimise the solution considering a single objective only. Ex-
amples include problems where it is necessary to balance the
cost and the value of a solution. Multi-objective optimisa-
tion problems can be tackled using techniques from evolu-
tionary multi-objective optimisation [46] which have proved
successful in finding sets of Pareto optimal solutions.

The multi-objective point of viewing optimisation is gain-
ing popularity within search based software engineering.
Applications include the testing-resource allocation problem
[47], test data generation [48], test case selection [49] and
requirements engineering [50].

The runtime of some multi-objective evolutionary algo-
rithms (MOEA) have been analysed on simple functions [20,
51, 52], and some multi-objective combinatorial optimisa-
tion problems [53]. However, so far, there has been no the-
oretical analysis of evolutionary multi-objective algorithms
in the software engineering domain. Although difficult, it is
likely that such an analysis would be beneficial. In partic-
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ular, a rigorous mathematical analysis may provide insight
into the structure and connectivity of the Pareto set of vari-
ous software engineering problems.

Interestingly, co-evolutionary techniques have been used
to to co-evolve programs and tests [54]. Although it has
been shown that it is possible to analyse the runtime of co-
evolutionary algorithms [55], it may not be feasible to anal-
yse the runtime in this particular application. However, in
the more general case, theoretical runtime analysis could po-
tentially provide insight into some of the challenges that oc-
cur in the application of co-evolution, including disengage-
ment, cycling, mediocre stable states and forgetting.

5.4 Analysis of broader problem classes

The existing theoretical analyses in SBSE described in Sec-
tions 3 and 4 consider restricted instance classes of software
engineering problems. It would be a valuable contribution
to generalise these results to broader instance classes. One
possible approach is to seek easily computable problem in-
stance characteristics with which instances that are hard for
a given search heuristic can be identified. Such results could
allow practitioners to quickly rule out a given search heuris-
tic when it can be proved that it is unsuitable for the problem
at hand.

Many software engineering problems are special cases of
classical combinatorial optimisation problems. A line of
research could be to investigate whether the real world in-
stances of a given software engineering problem share some
special properties. If all the real world instances belong to a
particular subclass of the instances, then it would be useful to
analyse the runtime of a search heuristic with respect to this
class of instances. For some NP-hard problems that occur
in software engineering, one can hope that the real world in-
stances of the problem form tractable subclasses of the prob-
lem.

Much of the theoretical research in SBSE is related to
software testing problems. However, SBSE approaches have
been applied to a much wider range of software engineering
problems. Many of these problems are special cases of clas-
sical combinatorial optimisation problems for which there
exists an extensive body of theoretical research. Runtime
analysis of search heuristics could potentially benefit from
this research, and provide useful hints about problem struc-
ture. An example where existing knowledge about prob-
lem structure has been used occurs in Giel and Wegener’s
analysis of (1+1) EA for the maximum matching problem,
where the idea of augmenting paths helps to understand the
behaviour of the algorithm on the problem [29].

† Softhare engineering by automated search (SEBASE) project web site. http://www.cercia.ac.uk/projects/research/SEBASE/

5.5 Approximation quality of search heuristics

In some cases, it is not required that the solution to a soft-
ware engineering problem is the globally best solution, as
long as it is sufficiently good according to some criteria. In
such cases, it is desirable to acquire knowledge about the
approximation quality that can be obtained by the search
heuristic within polynomial time. If one can prove that for
any problem instance, the solution found by a search heuris-
tic is always within a certain bound of the optimal solution,
then this would in some cases be a sufficient certificate that
a search heuristic is useful on the problem. Results on the
approximation quality of search heuristics also provide valu-
able information for choosing between two heuristics. There
exist currently no results about the approximation quality of
search heuristics in the software engineering domain.
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Search based software engineering is a promising approach
to automating certain software engineering tasks. In this pa-
per, we have pointed out some methodological challenges
that are involved in the experimental evaluation of search
heuristics on software engineering problems and suggest that
empirical methodologies should be complemented with a
theoretical foundation. We describe some of the progress
that has been made in runtime analysis of search heuristics
applied in other problem domains and suggest that this type
of theoretical analysis is also applicable in search based soft-
ware engineering. We then describe recent results on the
runtime of search heuristics in conformance testing of finite
state machines, and in structural testing of software. Finally,
we propose several avenues for further research on runtime
analyses in the area of search based software engineering.
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