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Abstract

Previous research which has considered task allocation and fault-tolerance together has concentrated on constructing schedules which accommodate a fixed number of redundant tasks. Often, all faults are treated as being equally severe. There is little work which combines task allocation with architectural level fault-tolerance issues such as the number of replicas to use and how they should be configured, both of which are tackled by this work. An accepted method for assessing the impact of a combination of faults is to build a system utility model which can be used to assess how the system degrades when components fail. The key challenge addressed here is how to design objective functions based on a utility model which can be incorporated into a search algorithm in order to optimise fault-tolerance properties. Other issues such as how to extend the local search neighbourhood and balance objectives with schedulability constraints are also discussed.

1 Introduction

The reliability of computer based systems has become more important as their use as key components of critical systems has escalated. Examples of such systems are automotive and avionic control system applications which are both safety and mission critical. These systems are also real-time, embedded and often distributed systems. In the context of this work, real-time systems are considered to be hard real-time where every task must meet its deadline. Due to the severe consequences of these systems failing, it is essential that they can provide an acceptable level of service and system safety even when components have a permanent fault. A system which can continue to run safely in the presence of faults but with a reduced level of service is referred to as a gracefully degrading system [10].

There are a number of strategies which can be used to allow a system to continue to function in the presence of faults. The most prevalent is replication. A system with replication runs redundant versions of some or all of its tasks and will usually require additional processors to do so. Systems using replication can use cold, warm or hot back up [7] strategies. The difference lies in whether all task replicas are always running and being kept up to date to allow an almost instantaneous fail-over or if they are left dormant until needed. This work assumes a hot backup strategy, commonly used in avionics [21].

The choice between dynamic or static redundancy also distinguishes fault-tolerance mechanisms [7]. Static redundancy uses redundant tasks to mask faults whereas a dynamically redundant system waits for the system to begin to error or give an indication an error is about to occur before taking steps to recover. This paper is only concerned with static redundancy which is commonly used in critical systems [21] and is also complementary to the off-line nature of the task allocation problem.

The task allocation problem is an exercise in deciding how to assign tasks to processors so that timing requirements are met [14]. However, real-time scheduling not only involves allocating tasks to processors but also the assignment of scheduling attributes, such as priorities. This means that for systems comprising a significant number of tasks, only automated methods can feasibly be used to find solutions which meet all constraints [20]. Real world task allocation problems are often complex and impose many constraints which the solution must adhere to. This has led to continuing research in developing new solution methods which consider a larger range of constraints and objectives. Examples include heterogeneous processors [22] and design flexibility [2]. It has been noted that distributed scheduling and fault-tolerance are not orthogonal [11] since fault-tolerance schemes have a timing overhead. Therefore, it is natural to extend task allocation algorithms with a fault-tolerance objective.

In this paper, the TOAST task allocation tool, developed by the authors and previously described in [2, 5], is extended to support fault-tolerance. The algorithm is capa-
The extensions to the previous work which deal with fault-tolerance related research. Sections 3 and 4 describe the exacerbations that can withstand the system requirements. Therefore, objective functions which are built upon the system utility measure to support both system and task allocation in the context of a gracefully degrading system. In order to assess fault-tolerance qualities of a system, a fault-tolerance objective function needs to be developed. This is non-trivial since there are many ways in which a system can fail. In particular, a system can degrade in different ways for increasing numbers of faults and the preferred degradation behaviour will differ according to system requirements. Therefore, objective functions which can be adapted to different situations are needed.

The chosen method of evaluation of fault-tolerance quality uses a measure of system utility designed by Shelton [19]. This metric does not assume that the system has failed after all versions of a task have failed but instead provides a measure which describes the reduced level of service. Shelton provides some examples of systems which exhibit this behaviour. One of these is a braking system which has partially failed. Its usefulness depends on which of the four wheel brakes are working and the way in which the system degrades will depend on the order in which they fail. This example is included as part of the evaluation in section 6.

Fault-tolerant systems are designed with the aim of being t-fault-tolerant and/or having a certain mean time between failure (MTBF)[18]. A t-fault-tolerant system is one that can withstand t faults before failure. Objective functions are built upon the system utility measure to support both the t-fault-tolerant and MTBF paradigms.

To summarise, the primary aims of this paper are:

- Extend the search algorithm in the TOAST tool so that the number of task replicas can be varied in addition to configuring their allocation and scheduling attributes.
- Investigate the additional complexity of including task replicas and also the balance between fault-tolerance objectives and schedulability constraints.
- Creation of objective functions which use Shelton’s system utility model and are suitable for a range of system fault-tolerance requirements.

The structure of this paper is as follows. Section 2 describes related research. Sections 3 and 4 describe the existing system model and task allocation search algorithm. The extensions to the previous work which deal with fault-tolerance issues are given in section 5. These are evaluated in section 6 before conclusions are drawn in section 7.

2 Related Work

Previous work combining automated real-time task allocation with fault-tolerance has tended to concentrate on modifying the scheduling analysis to accommodate the overheads needed for fault tolerance [6, 11, 15]. Often the work will be specific to a computational model such as a static cyclic schedule and optimise this schedule so that the system can handle a single processor failure [6, 15]. The emphasis of this work is in making higher level architectural decisions, in particular the number of replicas to use and where they will be allocated. Previous work on static redundancy and task allocation has been concerned with a fixed number of processor faults, and often just a single fault. To our knowledge, this is the first piece of work which deals with task allocation in the context of a gracefully degrading system and has the ability to differentiate systems which can handle the same numbers of faults before complete failure but degrade differently.

Oh and Son [11] discuss the need to consider schedulability and fault-tolerance simultaneously. They prove that finding a schedule to handle a single processor failure is NP-hard and give an algorithm to solve this problem. The system model is non-preemptive and does not include precedence constraints.

Girault et al. [6] give an approach similar to ours in that they adapt an algorithm which generates distributed static schedules to handle processor failures with fail-stop behaviour. However, the number of replicas is pre-determined and allocated by making a copy of task sets on existing processors to redundant processors. Qin and Hong [15] build on the work of Girault et al. The system model includes precedence constraints and a more heterogeneous environment. They introduce the concept of performability which is a combination of schedulability and fault-tolerance. They allow for reliability heterogeneity by including a failure rate for processors in their model.

Echtle and Eusgeld [4] also use search, specifically a genetic algorithm, to find fault-tolerant system designs. However, the approach is not aimed at real-time systems and schedulability is not taken into account. Of some interest is the fitness function used by the search algorithm. It considers how combinations of faults lead to failures and in this sense has some commonality with the utility model introduced in section 5. Bicking et al. [3] take a similar approach to [4], also using a genetic algorithm, but once again the system model is not targeted at real-time.

Kany and Madsen have written a high quality study on design optimisation for fault-tolerant real-time systems [8]. They use the WCDOPS++ [16] scheduling model which a more recent form of the WCDOPS [12] algorithm used in
TOAST. Their fault-tolerant design choice is the decision between trying to re-execute or a single task replication to mask faults. This is in addition to allocating a task. Task priorities are pre-defined, unlike TOAST which searches for a priority ordering in addition to allocation and fault-tolerance decisions. The cost function is based upon the difference between task response times and task deadlines under a number of fault scenarios. There is no notion of how system utility reduces over increasing numbers of failures.

In [10], as part of the RoSES (Robust Self-configuring Embedded Systems) project, Nace et al. outline a framework for providing graceful degradation using a combination of feature subsets, utility model and task allocation. The core of the search algorithm is an implementation of the simulated annealing [9] meta-heuristic. This is a local search algorithm with the ability to probabilistically escape local minima. To make a local search algorithm so that it can be built upon to address fault tolerance issues in the following section. Particular emphasis is placed on the objective function which has undergone some simplifications since that presented in [13].

In this work the task allocation problem is cast as a minimisation problem where the number of missed deadlines must be reduced. The core of the search algorithm is an implementation of the simulated annealing meta-heuristic. This is a local search algorithm with the ability to probabilistically escape local minima. To make a local search meta-heuristic appropriate to a particular problem, it is necessary to instantiate it with a neighbourhood function and a cost function.

4 Search Algorithm

The TOAST optimisation algorithm for finding solutions to task allocation problems has evolved over the course of previous research [2, 5, 13]. This section describes this algorithm so that it can be built upon to address fault tolerance issues in the following section. Particular emphasis is placed on the objective function which has undergone some simplifications since that presented in [13].

In this work the task allocation problem is cast as a minimisation problem where the number of missed deadlines must be reduced. The core of the search algorithm is an implementation of the simulated annealing meta-heuristic. This is a local search algorithm with the ability to probabilistically escape local minima. To make a local search meta-heuristic appropriate to a particular problem, it is necessary to instantiate it with a neighbourhood function and a cost function.

4.1 Neighbourhood Function

The neighbourhood function, which describes how a new candidate solution is generated by mutating the current solution, acts on the configurable attributes of tasks and messages. The neighbourhood function, with equal probability, selects between an allocation change and a priority change. An allocation change randomly picks a schedulable object (task or message) and moves it to a new processor or network as appropriate. Message allocations are restricted to those networks connected to a processor of at least one of the source and destination tasks. Priority changes involve selecting a new priority for a schedulable object and shuffling priorities of other objects up or down as required so that all priorities remain unique.

4.2 Cost Function

The cost function value is calculated as a weighted sum of the results of lower level functions. These lower level functions which make up the cost function are

\begin{align*}
\text{cost function} = w_1 \cdot f_1 + w_2 \cdot f_2 + \ldots + w_n \cdot f_n
\end{align*}

where $f_i$ are the lower level functions and $w_i$ are the weights assigned to each function.
components. In addition to a component for counting how many deadlines are missed, other components are used as heuristics to improve the performance of the search. Each component returns a value in the range [0, 1] and the overall function is normalised by the sum of the weights so that it too returns a value in the same range. This is shown in equation (1).

\[ f(\omega) = \frac{\sum_i w_i g_i(\omega)}{\sum_i w_i} \]  

(1)

Weightings must be set in order to optimise the algorithm for performance and solution quality. The best values will be dependent upon the problem or set of problems to be solved. The technique used for setting weightings is the systematic experimental method for setting search parameters given by Poulding et al. in [13].

The sets of tasks, messages, processors and network links are denoted as \( T, M, \mathcal{P}, \text{and} \mathcal{N} \) respectively. \( S = T \cup M \) is the set of schedulable objects. The notation for the number in a set \( X \) is \( |X| \). Directly dependent (DD) tasks are a pair of tasks which have a message sent between them. Indirectly dependent (ID) tasks appear in the same transaction but are not necessarily adjacent in the task graph. Functions labelled \( g_i \) are the cost function components and functions labelled \( h_i \) are helper functions for \( g_i \).

The first component assesses the number of unschedulable objects, by comparing the calculated response time for each schedulable object, \( R_\tau \), with its deadline \( D_\tau \).

\[ h_1(\tau) = 1 \text{ if } R_\tau > D_\tau \text{ else } 0 \]  

(2)

\[ g_1 = \frac{1}{|S|} \sum_{\tau \in S} h_1(\tau) \]  

(3)

The following component counts how many DD tasks are allocated to processors not connected by a bus. Let \( \mathcal{A} \) map a task to its allocated processor and \( \mathcal{V} \) map a processor to the set of processors to which it is connected.

\[ c(\tau, v) = 1 \text{ if } V(\mathcal{A}(\tau)) \cap V(\mathcal{A}(v)) = \emptyset \text{ else } 0 \]  

(4)

\[ g_2 = \frac{1}{|M|} \sum_{\rho \in \mathcal{M}} c(\mathcal{V}(\rho), \mathcal{V}(\rho)) \]  

(5)

The next component penalises objects which cannot receive their input or send their output due to their allocation. Firstly, two functions are defined which give the input and output of a schedulable object. The definitions are conditional on whether the object is a task or message. The functions \( \mathcal{I} \) and \( \mathcal{O} \) give the sending and receiving task of a message.

\[ \mathcal{I}(\tau) = \begin{cases} \{ \rho \in \mathcal{M} : \mathcal{V}(\rho) = \tau \} & \text{if } \tau \in T \\ \{ \mathcal{V}(\tau) \} & \text{if } \tau \in \mathcal{M} \end{cases} \]  

(6)

\[ \mathcal{O}(\tau) = \begin{cases} \{ \rho \in \mathcal{M} : \mathcal{V}(\rho) = \tau \} & \text{if } \tau \in T \\ \{ \mathcal{V}(\tau) \} & \text{if } \tau \in \mathcal{M} \end{cases} \]  

(7)

Finally, a scaling factor which execution/communication times can be scaled and the optimal peak load for the system to be schedulable. This value can be found using a binary search and will be less than 1 while the system is unschedulable.

\[ g_5 = e^{-\lambda \text{SCAL}_S} \]  

(11)

where \( \text{SCAL}_S \) is the largest value of a scaling factor \( s \) such that the system is schedulable when the WCETs, \( C_t \) of objects in the set \( S \) are set to \( |sC_t| \).

A load balancing component is based upon the variance of the utilisation of processors:

\[ g_6 = \frac{\sum_{k=1}^{n} (U_k - \mu)^2}{(n-1)\mu^2 + \sum_{k=1}^{n} (U_k - \mu)^2} \]  

(12)

where \( U_i \) is the utilisation of processor \( i \), and \( \mu \) is the mean utilisation.

Grouping communicating objects onto the same scheduler reduces overheads. Let the set of all transactions be \( \text{TRANS} \) and the set of schedulable objects contained in transaction \( \tau \) be \( \text{TRANS}_\tau \). \( V_\tau \) is the set of tasks in \( \text{TRANS}_\tau \). For each \( \tau_i \in V_\tau \), the number of tasks allocated to the same scheduler as \( \tau_i \) and also in \( V_\tau \) is \( n_{\tau_i} \). A grouping value and its maximum for each transaction is:

\[ \gamma_\tau = \frac{V_\tau - \sum_{i=0}^{n-1} a_{\tau_i}}{|V_\tau|} \text{ } \gamma_{\tau_{\text{MAX}}} = \frac{|V_\tau|(|P| - 1)}{|P|} \]  

The theoretical maximum value occurs when tasks are equally spread among processors and \( a_{\tau_i} = |V_\tau|/|P| \) for all \( i \). Similar formulae can be defined for messages with \( W_r \). Let \( \gamma_{\tau_{\text{MAX}}} \) to normalise \( \gamma_\tau \), and then summimg over all transactions, the component formula is:

\[ g_7 = \frac{1}{2|\text{TRANS}||P|-1} \left[ |\text{TRANS}| - \sum_{i} a_{\tau_i} \frac{|V_\tau|}{|P|} \right] \]  

(13)
Component \( g_7 \) groups ID tasks but messages between DD tasks may still go back and forth between processors. The following penalises messages sent between DD tasks on different processors.

\[
g_8 = \frac{1}{|M|} \left| \{ \rho \in M : \text{al}(\text{src}(\rho)) \neq \text{al}(\text{dest}(\rho)) \} \right|
\]  

(14)

An additional penalty is given to solutions containing processors with over 100% utilisation.

\[
g_9 = \frac{|\{ l \in \mathcal{P} \cup \mathcal{N} : U_l > 100 \} |}{|\mathcal{P} \cup \mathcal{N}|}
\]  

(15)

5 Extensions For Fault Tolerance

In order to embrace fault-tolerance as a core part of the automated architecture design process, it is necessary to extend the system model, including the computational model, as well as both the neighbourhood and cost functions used in the search algorithm.

5.1 Extensions To System Model

An extra attribute is added to the problem specification which indicates the maximum number of replicas for each task. Since a hot backup strategy is being assumed, if a message passes between two tasks, then an equivalent message must be passed between all replicas of those tasks. Figure 3 shows a task with two replicas which sends a message to a task with a single replica. If at least one version of each task is on a processor which has not failed, then the functionality provided by these tasks will still be present. When multiple versions of a task are present in the system other tasks will receive messages from each of the replicas. In this paper, the computational model assumes that the first message received is used. Other models are feasible. For instance, tasks could wait for all messages of working replicas to arrive in order to compare results.

5.2 Extensions To Neighbourhood

In addition to configuring the original set of tasks and messages in the system, allocations and priorities must be found for all replica tasks and their messages. For this purpose, replicas are simply treated as extra schedulable objects in the system so no changes need to be implemented. However, the replicas do increase the size of the neighbourhood making the possible solution space much larger. In order for the algorithm to decide how many task replicas should be used, a third axis of variation (in addition to allocations and priorities) must be added. The neighbourhood function is given the option of enabling and disabling replica tasks. A disabled task is effectively removed from the system for the purposes of evaluating the system’s schedulability and fault-tolerance qualities. When a task is disabled, all of the messages it sends and received are also disabled as these will not be needed as part of a design with fewer replicas. On completion of the search, any disabled objects present in the solution judged to be the best will not be included in the output.

During the evaluation it was found that it is better to favour enabling a disabled task as opposed to disabling a currently working one. Therefore, the function chooses to change the status of a currently working task, chosen at random, with probability 0.1 and changes the status of a currently disabled replica with probability 0.9. It should be noted that this is another parameter whose optimal value will be dependent upon the problem to be solved.

5.3 The System Utility Metric

The system utility metric is taken from Shelton [19]. This section explains how it is implemented efficiently and used as part of the search objective function.

For a system, where some components may have failed, the utility of the system is a measure of the functionality that the system is still providing. Calculating such a value is difficult since failures are generally not independent. For example, consider an automotive braking system with a brake on each of the four wheels. The loss in utility can be considered equivalent for any single brake failure. If two brakes fail, configurations where both failed brakes are on the same side of the car can be considered to have less utility since this will cause the car to swerve when braking.

Assuming a fail-fast, fail-stop [17] model, where each component can only have a status of working or failed, there are \( 2^N \) failure configurations for a system with \( N \) components. Assigning a utility value to every one of these configurations is not a scalable solution. To overcome this, Shelton [19] developed a method which uses hierarchical decomposition to reduce the number of utility values required. Shelton’s method takes advantage of the existing design decomposition already present in the system to group individual system components into feature subsets. These feature subsets containing system components are grouped to form higher level feature subsets.

Figure 4, a simplified version of Shelton’s diagram in [19], shows four feature subsets for the left front brake sub-system of an automotive braking system. The utility of each feature subset depends on the status of the components in it.
and that of any feature subsets it references. Shelton gives tables of example utility values for the feature subsets. The values for the LFAntiLock feature subset are shown in table 1. The utility value in each row of the table corresponds to one or more failure configurations of the components in the feature subset. All components listed in the configuration column must have a working status in order to use the corresponding utility value. The utility value for a configuration is written as a formula which can refer to the utility value of another feature subset using the function $U(\cdot)$. This is shown in the first row of table 1 which uses the utility value of the Dynamics feature subset.

In order to involve utility as part of our objective function for performing task allocation, it is necessary to create both an internal representation for efficiently calculating system utility and also an external representation for providing input data which describes the utility model for a system.

The internal representation for the utility of a particular feature subset is a decision tree. Each node of the tree is one of the components of the feature subset. At the leaves of the tree are the utility values. In order to calculate the utility value for the feature subset, the tree is descended from the root selecting either the working or failed branch from each node depending on the failure status of the node. For low level components, the failure status is decided by whether the component has failed or not. For higher level feature subset components, the failure status is failed if the utility value of the referenced feature subset is 0 else the failure status is working.

In general, for a feature subset with $k$ components, a utility tree will have a depth of $k + 1$ and have $2^k$ utility values on the leaves of the tree. An example of such a tree for the LFAntiLock feature subset is shown in figure 5. However, it is clear from table 1 that many configurations have the same utility value. In particular, for configurations dependent on multiple components, it is not necessary to check the status of every component if any have failed. This allows the tree to be pruned as shown in figure 6. The tree can be compacted further by allowing a decision node to depend upon multiple components as shown by the transformation in figure 6. This form has the advantage of being a more direct mapping from Shelton’s table of utility values in table 1. It also forms the basis of an XML format for utility
decision trees which is not overly verbose. All of the lowest level components are linked to a task in the system specification. Each decision node lists feature subsets on which to base the decision between following the working or failed branch. Every node also has a require attribute which can be set to any or all which indicates how many of the features must be working in order to take the working branch. Every utility model input must include a feature subset named System. This is assumed to be the feature subset at the top of feature subset hierarchy and its utility value is used to calculate the utility value for the system under a particular failure configuration.

The derivation of utility values for each feature subset is not dealt with by this work. One way in which to interpret these values is to map a loss in utility to the expected monetary value [1] which will be the cost incurred by any failures caused by the faults. When combined with probabilities of the faults occurring expected monetary value is one method of quantifying risk.

Two cost function components which both use the utility metric are described below. The first is based upon keeping the system utility above an acceptable threshold for as many faults as possible. The other is motivated by the concept of expected monetary value and uses probabilities of processor faults to minimise the expected loss of utility.

5.4 Extensions To Cost Function

The system utility model can generate several values for all numbers and combinations of faults. The challenge of using this model in a search algorithm is to create a function which can map all of these values to a quality metric for fault-tolerance. Two approaches are introduced here. The choice of which to use will depend on the fault-tolerance requirements for the system.

The first is based on the utility values of the worst case combinations of processor faults over increasing numbers of faults. This is clarified with the following example. Table 2 shows a small system with four tasks and no messages. Deadlines are set equal to the period of the task. The timing requirements of tasks A and B dictate that they cannot be allocated to the same processor. Each task can be replicated up to two times so there may be up to three versions of each task in the solution. The utility model for this system, given in table 3, uses a simple additive model such that the utility provided by any particular task is independent of whether other tasks have failed. In this instance, the amount of utility provided to the system decreases from task A to task D.

<table>
<thead>
<tr>
<th>Task</th>
<th>WCET</th>
<th>Period</th>
<th>Max Replicas</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>7</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>B</td>
<td>7</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>C</td>
<td>2</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>D</td>
<td>2</td>
<td>10</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Feature Subset</th>
<th>Utility</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
<td>0.5 * U(A) + 0.3 * U(B) + 0.15 * U(C) + 0.05 * U(D)</td>
</tr>
</tbody>
</table>

Two feasible solutions, where all schedulability constraints are met, are shown in figure 7. For Solution 1, the worst case single processor fault which can occur is when P1 fails since there are no versions of task B left in the system. The worst combination of two faults is when processors P1 and P3 fail which removes all versions of both tasks B and D from the system. The worst case system utility values for increasing numbers of faults for both Solution 1 and Solution 2 are plotted in figure 8. The answer to the question of which degradation profile is preferable will depend on requirements. In order for the cost function component to be able to select which solution is best, a threshold parameter, which is specified as part of the utility model, is introduced. It is assumed that once utility falls below this threshold the system in some sense becomes unreliable or unsafe. Therefore, the aim is to withstand as many faults as possible before the utility falls below this level. This is akin to trying to maximise the value to $t$ when designing a $t$-fault-tolerant system. Using this model, Solution 1 is preferable for the low threshold value marked in figure 8 whereas Solution 2 is better for the high threshold. A cost

![Figure 7. Two solutions to example problem](image1)

![Figure 8. Worst case utility degradation](image2)
function component which will order solutions according to this scheme is given in equation (18).

\[
M_t = \min_{F \in \text{combs}(P, t)} U(\text{System}|F_{\text{failed}}) \tag{16}
\]

\[
l_t = \begin{cases} 
M_t & \text{if } M_t \geq L \\
-L & \text{otherwise}
\end{cases} \tag{17}
\]

\[
g_{\text{maxloss}} = 1 - \frac{\sum_{i=0}^{|P|-1} 2^l (l_t + L)}{(1 + L)(2^{|P|} - 1)} \tag{18}
\]

In these equations, \(t\) is a number of processor faults. The set \(\text{combs}(X, i)\) is the set of all combinations of \(i\) items chosen from \(X\). \(l_t\) is the worst case utility value for \(t\) faults and \(L\) is the threshold utility value. In order not to differentiate between solutions once utility has fallen below the threshold, if \(l_t < L\) then \(l_t\) is set to \(-L\). The \(2^l\) term ensures that systems which can withstand more faults will always have a lower value of \(g_{\text{maxloss}}\). Note that the initial value of \(t\) is 0. The utility is not necessarily maximal for 0 faults since the search algorithm has the design choice of not including any versions of a particular task in the system.

Given an arbitrary utility model, calculating \(l_t\) requires every combination of possible processor faults to be evaluated. For systems with more processors, the number of combinations will grow rapidly. One way of limiting this is to only iterate up to a maximum number of faults. A suggested topic for future work is to investigate approximations for \(l_t\) for particular restricted utility models.

An alternative cost function component for assessing the fault-tolerance quality of a system is given in equation (20). Let \(P(F)\) be the probability that processors in the set \(F\) have permanent faults.

\[
h_{\text{explloss}} = 1 - \sum_{i=0}^{|P|-1} \sum_{F \in \text{combs}(P, i)} P(F)U(\text{System}|F_{\text{failed}}) \tag{19}
\]

\[
g_{\text{explloss}} = h_{\text{explloss}}^{0.075} \tag{20}
\]

This equation calculates the expected system utility by considering the system utility for each possible fault combination across different numbers of faults. \(P(F)\) is calculated by combining the probabilities of individual processor faults which must be specified. Processor faults are assumed to be independent though any probability function which maps a set of faults, \(F\), to the probability of them occurring could be used. Since the probability of a processor fault is small, the probability of 0 faults dominates the total probability of 1 or more faults. The 0 fault case will usually coincide with full system utility. Therefore, although \(h_{\text{explloss}}\) is capable of giving values in the full \([0,1]\) range, the result will often be very low and the very small variations are insufficient to guide the search. Therefore, raising to a low valued power in the actual cost function component increases the size of the variations in the values which are typically produced without changing the range.

The final issue in the design of the extended cost function is the balancing of schedulability and fault-tolerance. Since schedulability is being treated as a constraint rather than an objective, the optimisation problem is a single objective problem which can be stated as: \textit{optimise fault-tolerance such that all schedulability constraints are met}. To help achieve this balance a hierarchical weightings structure is introduced. Rather than attempt to balance fault-tolerance against each of the previous cost function components individually, components \(g_1, \ldots, g_9\) which were designed for solving schedulability constraints are grouped together and the fault-tolerance cost function components is placed in a separate group. In addition to changing the importance of components within groups, a weighting can be applied to the groups themselves in order to balance the schedulability constraints and fault-tolerance objectives.

### Table 4. Problem sizes with solution times

<table>
<thead>
<tr>
<th>System</th>
<th>Replicas</th>
<th>Tasks</th>
<th>Messages</th>
<th>Procs</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>evalsys</td>
<td>0</td>
<td>8</td>
<td>12</td>
<td>2</td>
<td>&lt;1s</td>
</tr>
<tr>
<td>evalsys</td>
<td>1</td>
<td>16</td>
<td>48</td>
<td>4</td>
<td>2s</td>
</tr>
<tr>
<td>evalsys</td>
<td>2</td>
<td>24</td>
<td>108</td>
<td>6</td>
<td>9s</td>
</tr>
<tr>
<td>brakes</td>
<td>0</td>
<td>19</td>
<td>29</td>
<td>5</td>
<td>1s</td>
</tr>
<tr>
<td>brakes</td>
<td>1</td>
<td>29</td>
<td>90</td>
<td>5</td>
<td>16s</td>
</tr>
<tr>
<td>brakes</td>
<td>2</td>
<td>39</td>
<td>183</td>
<td>7</td>
<td>2m 10s</td>
</tr>
<tr>
<td>brakes</td>
<td>2</td>
<td>39</td>
<td>183</td>
<td>8</td>
<td>1m 24s</td>
</tr>
</tbody>
</table>

6 Evaluation

The evaluation concentrates on the effectiveness of the two cost function components for fault-tolerance given in equations (18) and (20). Two systems are used during the course of the evaluation. The first is a randomly generated 8 task example called \textit{evalsys} and the other is a brake-by-wire example taken from Shelton [19] labelled as \textit{brakes}.

The first experiments were performed to gain an understanding of how adding replicas increases the complexity of the problems. All timings were measured using a machine with an AMD Athlon 64 3500+ CPU clocked at 2.2GHz. The increase in problem size as replicas are added is shown in table 4. Of particular note is the number of extra dependencies which are generated. In the \textit{brakes} problem, sensors, software components and actuators are represented but only software components are replicated. The problems were solved with all replicas enabled as straightforward task allocation problems with no fault-tolerance objectives. Additional processors were introduced to the system requirements to accommodate replicas. The \textit{brakes} example has separation constraints on some tasks so a minimum of 5 processors were required. The time taken to solve each problem variation is also shown in table 4. Adding replicas significantly increases the time required to solve problems.
but all problems could still be solved within a few minutes. The final experiment shows that increasing the number of processors can make the scheduling problem easier.

In order to conduct experiments using the fault-tolerance components, utility models were needed for both systems. The model for the brakes system is taken from Shelton [19]. The utility model for the evalsys system was constructed as shown in table 5. It shows that task \( \tau_1 \) is critical to the system and that the system can only run at full utility if tasks \( \tau_2 \) and \( \tau_3 \) are also present.

The next experiment used the evalsys problem to evaluate the worst case loss fault-tolerance component. It compared two strategies of replication. The first used a fixed number of replicas whilst the second allowed the algorithm to vary the number of replicas used. Separation of replicas is not enforced but solutions where replicas are allocated to the same processor should be heavily penalised for poor fault-tolerance quality.

Table 6 shows results for systems with a fixed number of replicas. The number of processors and threshold values were varied across different runs. The values in the final two columns give the number of faults which could be tolerated before the system utility fell below the threshold. The values in parentheses are the worst case system utility after that many failures. The original problem requires two processors to schedule all tasks. Therefore, a solution which achieves the same degree of fault-tolerance quality.

The expected utility loss component was tested with the brakes system. Since this system did not have redundant sensors included in the example, it will not withstand any faults in the worst case but the expected utility loss can still be improved. The probability of each processor failing in a given time frame was set to 0.001 and the maximum number to remove replicas. To compensate for this and maintain a good level of utility, it was necessary to adjust the balance of weights away from the group of schedulability cost components and in favour of the worst case loss component. For fixed numbers of replicas, schedulability was weighted 10 times higher than fault tolerance but for this latter table of results, fault tolerance was weighted more highly in a ratio of 2 to 1. This difficulty is emphasised by the fact that the result achieved for a threshold of 0.4 and 5 processors is slightly worse than that of the equivalent result with a fixed number of replicas. However, the benefit can be seen in that it was able to withstand an additional fault with only 3 processors when the threshold was set at 0.4. Table 8 shows the number of replicas included in each solution for the results in table 7. This shows that the algorithm correctly favoured the critical task, \( \tau_1 \), and increased the number of replicas used when extra processors were available.

The expected utility loss component was tested with the brakes system. Since this system did not have redundant sensors included in the example, it will not withstand any faults in the worst case but the expected utility loss can still be improved. The probability of each processor failing in a given time frame was set to 0.001 and the maximum number

<table>
<thead>
<tr>
<th>Feature Subset</th>
<th>Configuration</th>
<th>Utility</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
<td>( \tau_1, \tau_2, \tau_3 )</td>
<td>( 0.25 \times U(\tau_1) + 0.25 \times U(\tau_2) + 0.25 \times U(\tau_3) )</td>
</tr>
</tbody>
</table>

Table 5. Utility values for evalsys

<table>
<thead>
<tr>
<th>Num Replicas</th>
<th>Procs</th>
<th>L=0.8</th>
<th>L=0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>unschedulable</td>
<td>unschedulable</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>1</td>
<td>0.75</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>2</td>
<td>2.00</td>
</tr>
</tbody>
</table>

Table 6. Fixed number of replicas

<table>
<thead>
<tr>
<th>Task</th>
<th>0.8,3</th>
<th>0.8,4</th>
<th>0.8,5</th>
<th>0.4,3</th>
<th>0.4,4</th>
<th>0.4,5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_1 )</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>( \tau_2 )</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>( \tau_3 )</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>( \tau_4 )</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>( \tau_5 )</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>( \tau_6 )</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>( \tau_7 )</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>( \tau_8 )</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 7. Variable number of replicas

<table>
<thead>
<tr>
<th>Max Replicas</th>
<th>Procs</th>
<th>L=0.8</th>
<th>L=0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3</td>
<td>1</td>
<td>0.50</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>1</td>
<td>0.75</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>2</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 8. Number of replicas used

![Figure 9. Expected loss](image-url)
of replicas was 2. The results are shown in figure 9. The solutions showed a general pattern of decreasing expected loss of utility as the number of processors increased though, on this set of runs, the solution for 6 processors was slightly better than that for 7.

The examples presented here are limited in size though grow rapidly as replicas are added. The largest performance problem has been found to be the growth of the solution space caused by having variable numbers of replicas. However it is hard to extrapolate performance based on size alone. For problems which are large but are easily schedulable there will be fewer issues balancing schedulability constraints with fault-tolerance objectives.

7 Conclusions And Future Work

This paper has presented extensions to a task allocation search algorithm to make architectural decisions influenced by fault-tolerance requirements. Suitable objective functions were presented which allowed for gracefully degrading systems to be generated. The pattern of degradation can be changed by setting a threshold parameter for the worst case utility loss component. An objective function for expected utility loss was also given. The neighbourhood for local search was extended to allow the number of task replicas to be varied.

The are some remaining issues for future research. The probability of a processor failure is rarely independent of other failures. The same optimisation methods and metrics could be used in conjunction with a more complex probability model. To this point, communication failures have not been accounted for. The methods discussed in this paper could be used to complement previous work which constructs schedules for resending messages and/or rerunning tasks when failures occur.
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